Wielka Brytania wykorzystuje
sztuczna inteligencje
opracowang przez Amazon do
odczytywania nastrojow ludzi
na stacjach kolejowych

Seria testéw sztucznej inteligencji (AI) w Wielkiej Brytanii z
udziatem tysiecy pasazerow pociggdéw, ktdédrzy =zostali
nieswiadomie poddani oprogramowaniu wykrywajgcemu emocje,
wzbudzita obawy o prywatnos¢.

Technologia opracowana przez Amazon i stosowana na réznych
gtdéwnych stacjach kolejowych, w tym londynskich Euston i
Waterloo, wykorzystywata sztuczng inteligencje do skanowania
twarzy i oceny stanéw emocjonalnych wraz z wiekiem i p*ciga.
Dokumenty uzyskane przez grupe wolno$ci obywatelskich Big
Brother Watch za posrednictwem wniosku o wolnos¢ informacji
ujawnity te praktyki, ktdére moga wkrotce wptyna¢ na strategie
reklamowe.

W testach tych wykorzystano technologie CCTV i starsze kamery
potgczone z systemami opartymi na chmurze w celu monitorowania
szeregu dziatan, w tym wykrywania wtargniecia na tory
kolejowe, =zarzadzania wielkoScig t*umu na peronach i
identyfikowania zachowan antyspotecznych, takich jak krzyki
lub palenie. Testy monitorowaty nawet potencjalne kradzieze
roweréw i inne incydenty zwigzane z bezpieczenstwem.
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Dane pochodzgce z tych systemédw mogtyby zostad wykorzystane do
zwiekszenia przychoddw z reklam poprzez ocene zadowolenia
pasazerdw poprzez ich stany emocjonalne, uchwycone, gdy osoby
przekroczyty wirtualne tripwires w poblizu barier
biletowych.Krytycy twierdzg, ze technologia ta jest zawodna 1
wzywajg do jej zakazania.

W ciggu ostatnich dwdéch lat osiem stacji kolejowych w Wielkiej
Brytanii przetestowato technologie nadzoru AI, z kamerami
CCTV, ktére majag ostrzegac¢ personel o incydentach zwigzanych z
bezpieczeristwem i potencjalnie zmniejszy¢ niektdre rodzaje
przestepstw.

Szeroko zakrojone testy, nadzorowane przez organ
infrastruktury kolejowej Network Rail, wykorzystywaty
rozpoznawanie obiektéw — rodzaj uczenia maszynowego, ktoére

moze identyfikowal elementy w kanatach wideo. W oddzielnych
testach wykorzystano czujniki bezprzewodowe do wykrywania
$liskich podtdég, petnych pojemnikéw i odptywow, ktdre mogg sie
przepetnic.

JWdrozenie i normalizacja nadzoru AI w tych przestrzeniach
publicznych, bez wiekszych konsultacji i rozméw, jest dos¢
niepokojgcym krokiem” — powiedziat* Jake Hurfurt, szef badan i
dochodzen w Big Brother Watch.

Wykorzystanie technologii do
wykrywania emocjli jest zawodne

Badacze sztucznej inteligencji czesto ostrzegali, ze
wykorzystanie technologii do wykrywania emocji jest
,Niewiarygodne”, a niektorzy twierdzg, ze technologia ta
powinna zostaé zakazana ze wzgledu na trudno$ci w ustaleniu,
jak ktos moze sie czu¢ na podstawie dzwieku lub obrazu. W
pazdzierniku 2022 r. brytyjski organ regulacyjny ds. danych,
Information Commissioner’s Office, wydat publiczne
oSwiadczenie ostrzegajgce przed stosowaniem analizy emocji,



méwigc, ze technologie te sa ,niedojrzate” i ,moga jeszcze nie
dziata¢, a nawet nigdy”.

Obroncy prywatnosci sg szczegdélnie zaniepokojeni
nieprzejrzystym charakterem 1 potencjatem nadmiernego
wykorzystania sztucznej inteligencji w przestrzeni
publicznej.Hurfurt wyrazit powazne obawy dotyczace
normalizacji takiego inwazyjnego nadzoru bez odpowiedniego
publicznego dyskursu lub nadzoru.

»Network Rail nie mia*a prawa wdrazac¢ zdyskredytowanej
technologii rozpoznawania emocji przeciwko nieswiadomym osobom
dojezdzajacym do pracy na niektérych z najwiekszych stacji w
Wielkiej Brytanii, a ja ztozytem skarge do komisarza ds.
informacji na temat tej proby” — powiedziat Hurfurt.

,Niepokojgce jest to, ze jako organ publiczny zdecydowat sie
na przeprowadzenie zakrojonej na szerokg skale préby nadzoru
AI stworzonego przez Amazon na kilku stacjach bez sSwiadomosci
publicznej, zwtaszcza gdy Network Rail zmieszat technologie
bezpieczenstwa z pseudonaukowymi narzedziami i zasugerowat, ze
dane moga by¢ przekazywane reklamodawcom” — dodat.

»Technologia moze odegra¢ role w zwiekszaniu bezpieczenstwa
kolei, ale potrzebna jest solidna debata publiczna na temat
koniecznosci i proporcjonalnosci stosowanych narzedzi. Nadzér
oparty na sztucznej inteligencji moze zagrozi¢ naszej
prywatnosci, zwtaszcza jes$li <zostanie niewtasSciwie
wykorzystany, a lekcewazenie tych obaw przez Network Rail
pokazuje pogarde dla naszych praw”.



