TikTok poza kontrola
dorostych, algorytmy modeluja
emocje dzieci

TikTok stat sie jednym z najpowazniejszych wyzwan dla
bezpieczenstwa dzieci w internecie - ostrzegaja eksperci.
Wskazujg na nieskuteczng kontrole rodzicielska, agresywne
algorytmy i realne zagrozenia dla zdrowia psychicznego
najmtodszych.

Coraz wiecej ekspertéw zajmujgcych sie bezpieczenstwem dzieci
1 mtodziezy w internecie alarmuje, ze TikTok — mimo
deklarowanych zabezpieczen — pozostaje platformg, nad ktora
dorosli tracg realng kontrole. Zdaniem socjolog Agnieszki
Taper skala korzystania z aplikacji przez dzieci ponizej
regulaminowego wieku jest zjawiskiem masowym 1 systemowym.

Zgodnie z regulaminem konto na TikToku moga miec osoby od 13.
roku zycia. Tymczasem — jak wynika z raportdéw i badan
organizacji spotecznych — oko*o 1,5 mln dzieci w Polsce
w wieku 7-13 lat aktywnie korzysta z tej platformy. ,Te dzieci
nie powinny tam by¢, a mimo to s — czesto za wiedza i zgoda
rodzicéw” — podkreslita edukatorka medialna, ekspertka
Fundacji Bonum Humanum Agnieszka Taper.

Jak wynika z rozméw prowadzonych z dziedmi podczas warsztatéw
edukacyjnych, wielu mtodych uzytkownikdéw Swiadomie zawyza wiek
przy zaktadaniu konta, czesto przy akceptacji opiekundw.
Rodzice ufaja narracji platformy o ,bezpieczendstwie”
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oraz narzedziom kontroli rodzicielskiej. Te — jak pokazuje
raport Fundacji Kids Alert — w praktyce pozwalajg jedynie
na ograniczenie czasu korzystania z aplikacji, bez wgladu
w historie wyszukiwan, zapisywane tresci czy realne
rekomendacje algorytmu.

Kluczowym problemem pozostaje mechanizm personalizacji
tresci. ,To, co widzi dorosty uzytkownik TikToka, nie ma
niemal nic wspdélnego z tym, co wySwietla sie dzieciom” -—
wskazuje Taper. Algorytmy analizujg reakcje, czas ogladania,
emocje i zachowania uzytkownikéw, a nastepnie podsuwaja
kolejne materiaty, czesto coraz bardziej skrajne 1lub
nieadekwatne do wieku.

Badania — zarowno zagraniczne, jak i polskie — potwierdzajga,
ze do dzieci docierajg tresci dotyczgce samookaleczen,
samobdjstw, zaburzen odzywiania czy przemocy. ,Dzieci w wieku
7-13 lat nie majg jeszcze wystarczajgcych kompetencji
emocjonalnych i poznawczych, by filtrowa¢ takie przekazy. One
czesto traktujg je jako norme spoteczng” — zaznaczyta
ekspertka.

Na systemowy charakter zagrozenia zwraca uwage rowniez
prof. Mariusz Jedrzejko, ktory w rozmowie z PAP podkreslit,
ze TikTok nie jest klasycznym medium spotecznosciowym. ,To
narzedzie permanentnego wptywu, oparte na jednym z najbardziej
agresywnych algorytméw personalizujgcych tresci na Swiecie.
Dorosty dostaje rozrywke, dziecko — przekaz dopasowany do jego
lekéw, deficytdw i potrzeby akceptacji. To nie komunikacja,
to modelowanie zachowan” — ocenit.

Jedrzejko zwrécit uwage, ze algorytmy TikToka gromadzg ogromne
ilosci danych — od zachowan behawioralnych, przez lokalizacje,
po czas reakcji i emocje uzytkownikéw. ,Nastepnie podaje sie
tresci czeSciowo prawdziwe, wyrwane z kontekstu, atrakcyjnie
opakowane. To dezinformacja w rozrywkowej formie.
I to nie jest przypadek” — podkreslit.



Eksperci wskazujg na dramatyczne skutki takiego dziatania
algorytméw. W ostatnich miesigcach opinig publiczng
wstrzasnety przypadki samobdjstw nastolatkdéw, ktdérych profile
w mediach spotecznosciowych zawieraty niemal identyczne tresci
pozegnalne, te same hashtagi 1 podktady muzyczne. TikTok
zaprzecza istnieniu ,trendéw”, jednak — zdaniem specjalistéw —
jest to manipulacja jezykowa.

Biuro prasowe TikToka, w stanowisku dla PAP, poinformowato,
ze nie zezwala na tresci przedstawiajgce, zapowiadajgce lub
promujgce samobdjstwo czy samookaleczenia, a kazdy taki
materiat jest wusuwany niezwtocznie po wykryciu. Jak
przekazano, ponad 99 proc. tresci naruszajgcych zasady
spotecznos$ci usuwanych jest proaktywnie, jeszcze zanim zostang
zgtoszone przez uzytkownikdéw, a mozliwo$¢ wyszukiwania
okreslonych fraz jest blokowana.

Prof. Jedrzejko zwraca jednak uwage, ze ,jezeli dane tresci
0siggajg masowe zasiegi i sa kierowane do wrazliwej grupy
wiekowej, to mamy do czynienia z realnym zjawiskiem
spotecznym”. ,Dzieci nie sa zdolne do peinej refleksji
moralnej, a platforma umywa rece” — wskazat Jedrzejko.

W podobnym tonie wypowiada sie Michat Twardosz, prezes
Fundacji Projekt.pl 1 organizator Kkonferencji ,Uwaga
Smartphone”.

,Rodzice bardzo czesto nie widzg albo nie chcg widzie¢ tego,
co dzieje sie w $Swiecie cyfrowym ich dzieci. Prawo
w tej sferze jest w duzej mierze martwe, a egzekwowanie
regulamindéw platform praktycznie nie istnieje — ocenit.

Twardosz przywotat wyniki badan prowadzonych w szkotach
podstawowych, z ktérych wynika, ze pierwszy smartfon trafia
dzis nawet do trzylatkéw. ,Rodzice ttumaczg to wzgledami
bezpieczenstwa albo przekonaniem, ze dziecko szybciej
zdobedzie kompetencje cyfrowe. Tymczasem badania jasno
pokazujg, ze nadmierna ekspozycja ekranowa zaburza rozwdj



kompetencji matematycznych i poznawczych. To doktadnie
odwrotny efekt od zamierzonego” — podkreslit.

Eksperci zwrécili takze uwage na szerszy kontekst kulturowy:
zabawkowe smartfony 1 tablety dla niemowlagt, uchwyty
na urzadzenia mobilne do nocnikéw czy samochoddw
oraz normalizacje statego ,wytaczania” dziecka ekranem. ,To
wszystko podprogowo uczy, ze smartfon jest naturalnym

przedtuzeniem zycia od pierwszych miesiecy” — zaznaczyt
Twardosz.
Zdaniem prof. Jedrzejki problem ma charakter

nie tylko psychologiczny, ale takze moralny. ,Jezeli wiemy,
ze dane narzedzie szkodzi dzieciom, a mimo to je utrzymujemy,
to jest to dziatanie niemoralne. Tu nie ma ideologii — sa
fakty i odpowiedzialnos¢” — podkreslit.

Coraz wiecej panstw decyduje sie na wprowadzanie ostrzejszych
regulacji. Przyktadem jest Australia, gdzie minimalny wiek
uzytkownika TikToka podniesiono do 16 lat. Zdaniem rozméwcéw
PAP same zakazy nie wystarcza, jesli nie beda im towarzyszyd
szerokie kampanie edukacyjne skierowane do rodzicéw.

,Brak decyzji tez jest decyzjg — 1 zaptacg za nig dzieci.
Kazdy miesigc zwtoki to kolejne dane, kolejne zaburzenia
i kolejne realne szkody” — podsumowat Jedrzejko.

Eksperci zgodnie podkreslili, ze stawka jest zdrowie
psychiczne mtodego pokolenia 1 dtugofalowa kondycja
spoteczenstwa. Ich zdaniem to test dojrzatosci panstwa, ktére
powinno <chroni¢ najstabszych przed cynizmem rynku
1 technologii.

Mira Suchodolska, PAP



