BEZPRZEWODOWY SWIAT: Nowa era
inwazyjnego nadzoru
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W Swiecie coraz bardziej po*agczonym przez technologie, nowe
badanie ujawnia niepokojgce zjawisko: mozliwo$¢ wykorzystania
Wi-Fi i wiez komérkowych do inwigilacji bez wiedzy lub zgody
os6b fizycznych. Technologia ta, ktdra wykorzystuje
promieniowanie bezprzewodowe otoczenia, moze zmienié sposdb, w
jaki mys$limy o prywatnos$ci i bezpieczeiAstwie, podnoszac
istotne kwestie etyczne i prawne.

Technologia stojgca za zagrozeniem

Badanie, przeprowadzone przez wydziat 1inzynierii na
Uniwersytecie w Porto w Portugalii, zostato opublikowane na
otwartej stronie naukowej Cornell University, arXiv, 24
stycznia 2025 roku. Naukowcy zaprojektowali system, ktéry
wykorzystuje rekonfigurowalng inteligentng powierzchnie (RIS)
do manipulowania 1 kierowania sygnatami Wi-Fi, umozliwiajac
wykrywanie i renderowanie wizualnych obrazéw ludzkiej
aktywnosci z ponad 90% dokt*adnosScig.

Fariha Husain, kierownik programu promieniowania
elektromagnetycznego (EMR) 1 sieci bezprzewodowych Children’s
Health Defense (CHD), wyjasnita mozliwo$ci tej technologii:
~Panele RIS mogag by¢ strategicznie rozmieszczone, aby
zoptymalizowa¢ odbicie i sterowanie sygnatem bezprzewodowym. W
pomieszczeniach mozna je montowa¢ na $cianach, sufitach lub
meblach. Na zewngtrz moga by¢ instalowane na budynkach,
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latarniach i1 billboardach reklamowych. Dodatkowo, panele RIS
umozliwig inteligentny nadzdér miejski poprzez sledzenie ruchu
pieszych i pojazdow”.

Implikacje tej technologii sa gtebokie. Wedtug badan, system
moze wykrywa¢ gesty dioni i monitorowaé parametry zyciowe,
takie jak oddech, nawet gdy osoby znajdujg sie za przeszkodami
lub nie wspdtpracujg. Naukowcy twierdzg, ze ta zdolnos¢
stanowi postep w dziedzinie rozpoznawania aktywnosci cztowieka
(HAR) w kontekscie komunikacji szdéstej generacji (6G).

Kwestie etyczne 1 dotyczace
prywatnosci

Podczas gdy zwolennicy twierdza, ze technologia RIS moze mied
korzystne zastosowania w opiece zdrowotnej i automatyzacji,
obroncy prywatnos$ci bijg na alarm. W. Scott McCollough, gtéwny
prawnik zajmujgcy sie sprawami EMR & Wireless w CHD,
podkreslit niebezpieczne implikacje dla masowej inwigilacji:
,Przyszte sieci 6G bedg miaty wbudowang funkcjonalnos¢ RIS i
nie zdziwit*bym sie, gdyby nie wdrozyli RIS w przysztych
aktualizacjach 5G. Kilka raportéw branzowych i rzadowych na
temat 6G wprost mdéwi, ze chcg wykorzystac¢ te mozliwosSci do
inwigilacji”.

Obawy McCollougha nie sg bezpodstawne. Technologia stojgca za
badaniem jest podobna do Origin AI, komercyjnej technologii
wykrywania Wi-Fi opracowanej przez Raya Liu, bytego wykonawce
Agencji Zaawansowanych Projektdéw Badawczych Obrony (DARPA).
Origin AI moze lokalizowa¢ ruch z ponad 90% doktadnoSciag i
rejestrowa wzorce oddechowe, co czyni jg poteznym narzedziem
do ochrony domu i automatyzacji. Jednak budzi to rdéwniez
powazne obawy dotyczgce prywatnosci.

Husain zauwazyt: ,Panele RIS mogg by zintegrowane z obiektami
i S$rodowiskami bez wiedzy lub zgody os6b, co sprawia, ze
rezygnacja z tej formy nadzoru jest prawie niemozliwa”.



Dodata, ze ,technologia ta stwarza niebezpieczne implikacje
dla masowego nadzoru, prywatnos$ci i bezpieczenstwa danych”.

Kontekst historyczny 1 wspotczesne
znaczenie

Rozw6j technologii RIS jest czescig szerszego trendu w
ewolucji nadzoru. Peter Krapp, profesor filmu i studidw
medialnych na Uniwersytecie Kalifornijskim w Irvine, badat
wszechobecng nature nadzoru w erze cyfrowej. Wedtug Krappa,
Stany Zjednoczone majg najwiekszg liczbe kamer monitorujgcych
na osobe na Swiecie, a nadzér ten nie ogranicza sie do kamer
wideo. Telefony komérkowe, GPS, Wi-Fi, Bluetooth i rézne
aplikacje przyczyniajg sie do kompleksowego systemu Sledzenia.

Krapp wyjasnit: ,Bazy danych mogg korelowa¢ dane o lokalizacji
ze smartfondéw, prywatnych kamer, <czytnikdw tablic
rejestracyjnych 1 technologii rozpoznawania twarzy. Organy
§cigania mogg Sledzié, gdzie jeste$s i gdzie bytes, czesto bez
nakazu. Prywatni brokerzy danych rdéwniez gromadzg i sprzedaja
te dane, tworzgc w duzej mierze nieuregulowany rynek danych
osobowych”.

Historyczny kontekst inwigilacji w Stanach Zjednoczonych jest
kluczowy dla zrozumienia wspétczesnego znaczenia technologii
RIS. 0d wczesnych dni podstuchdéw po wspdtczesng ere cyfrowego
$ledzenia, réwnowaga miedzy bezpieczenstwem a prywatnos$ciag
byta kwestig sporng. Srodowisko prawne po wyroku w sprawie Roe
przeciwko Wade dodato nowe warstwy ztozonos$ci, z obawami o to,
w jaki sposdb dane Sledzenia mogg by¢ wykorzystywane w
kontekscie praw reprodukcyjnych i innych wrazliwych kwestii.

Wnioski: Wezwanie do regulacji

W miare jak technologia RIS rozwija sie 1 staje sie coraz
bardziej zintegrowana z sieciami 6G, potrzeba solidnych
regulacji 1 wytycznych etycznych jest bardziej krytyczna niz



kiedykolwiek. Husain 1 McCollough opowiadajg sie za
S§cislejszym nadzorem i kampaniami wusSwiadamiajagcymi
spoteczenstwo, aby zapewnié¢, Zze technologia ta nie narusza
prywatnosci i bezpieczenstwa danych osobowych.

McCollough podsumowat: ,Musimy przeprowadzi¢ krajowg rozmowe
na temat etycznych implikacji technologii RIS. Nie chodzi
tylko o techniczng wykonalnos¢; chodzi o ramy moralne i
prawne, ktdére bedg regulowa¢ jej uzycie”.

W Swiecie, w ktdérym technologia moze przeksztatci¢ przedmioty
codziennego uzytku w narzedzia nadzoru, walka o prywatnos$¢
jest daleka od zakonczenia. Poniewaz technologia ta nadal
ewoluuje, wazne jest, aby prawodawcy, technolodzy i obywatele
wspO6ipracowali w celu ochrony podstawowego prawa do
prywatnosci w erze cyfrowej.

Chinskie procesory graficzne
niemal dziesieciokrotnie
przewyzszaja uktady Nvidii w
symulacjach
superkomputerowych: Zmiana w
suwerennoscl technologicznej
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W przetomowym odkryciu, ktdore moze zmienic¢ globalny krajobraz
potprzewodnikéw, chinscy naukowcy osiggneli niemal
dziesieciokrotny wzrost wydajnosci w symulacjach
superkomputerowych przy wuzyciu krajowych procesoréw
graficznych (GPU), przewyzszajgc systemy zasilane
najnowoczesniejszym sprzetem firmy Nvidia. Ten kamien milowy,
szczegbtowo opisany w recenzowanym badaniu opublikowanym w
Chinese Journal of Hydraulic Engineering, podkres$la rosnaca
sprawnos$¢ Chin w zakresie wysokowydajnych obliczen (HPC) i ich
determinacje w ograniczaniu zaleznosci od zagranicznych
technologii.

Osiggniecie to pojawia sie w kluczowym momencie globalnego
wyscigu technologicznego, poniewaz eskalacja amerykanskich
sankcji na zaawansowane poOtprzewodniki zmusita Chiny do
przyspieszenia wysitkdéw na rzecz opracowania wtasnych
alternatyw. Podczas gdy sceptycy ostrzegajg, ze same
optymalizacje oprogramowania nie mogg w nieskonczonos¢
wypetniaé¢ luk sprzetowych, badanie podkresla, w jaki sposéb
innowacyjne projekty obliczen réwnolegtych i poprawki
oprogramowania mogg odblokowaé¢ bezprecedensowy wzrost
wydajnosci, nawet przy mniej zaawansowanym sprzecie.

Przetom w obliczeniach rownolegtych

Badania, prowadzone przez profesora Nan Tongchao z Panstwowego
Kluczowego Laboratorium Hydrologii Zasobdéw Wodnych i
Inzynierii Wodnej Uniwersytetu Hohai, koncentrowaty sie na
podejsciu do obliczen réwnolegtych ,wiele weztdw, wiele
procesoréw graficznych”. Wykorzystujac produkowane w kraju
procesory CPU i GPU, zespét osiggnat znaczng poprawe



wydajnosci w symulacjach na duzga skale w wysokiej
rozdzielczosci — co ma kluczowe znaczenie dla takich
zastosowan jak modelowanie obrony przeciwpowodziowej i
zapobieganie podtopieniom w miastach.

SWyzwanie dla chinskich naukowcéw jest jeszcze trudniejsze”,
zauwazono w badaniu, wskazujgc na dominacje zagranicznych
producentéw w produkcji zaawansowanych procesoréw graficznych,
takich jak A100 i H100 firmy Nvidia. Sprawe pogarsza réwniez
zastrzezony ekosystem oprogramowania CUDA firmy Nvidia, ktdéry
nie moze by¢ uruchamiany na sprzecie innych firm, skutecznie
uniemozliwiajgc chinskim programistom dostep do kluczowych
narzedzi do opracowywania algorytméw.

Pomimo tych przeszkdd, zesp6t profesora Nana wykazat, ze
techniki optymalizacji oprogramowania mogg znacznie zwiekszy¢
wydajnos¢ chinskich procesoréw graficznych, umozliwiajac im
przescigniecie amerykanskich superkomputeréw w okreslonych
obliczeniach naukowych. Przetom ten nie tylko podwaza
dominacje firmy Nvidia, ale takze podkresla potencjat
alternatywnych podejs¢ do obliczen o wysokiej wydajnosci.

Szersze implikacje sankcj1i
technologicznych

Wyniki badania podkreslajag niezamierzone konsekwencje
amerykanskich sankcji technologicznych, ktére miaty na celu
ograniczenie dostepu Chin do zaawansowanych pétprzewodnikoéw i
krytycznych technologii. Wydaje sie, ze zamiast tktumic
innowacje, ograniczenia te ozywity wysitki Chin na rzecz
osiggniecia samowystarczalno$ci technologicznej.

»0siggniecie to wskazuje na mozliwe niezamierzone konsekwencje
eskalacji sankcji technologicznych Waszyngtonu, jednoczesnie
podwazajgc dominacje amerykanskich chipéw, od dawna uwazanych
za kluczowe dla zaawansowanych badan naukowych” — czytamy w
badaniu.



RozwOj ten jest zgodny z szerszg strategig Pekinu majgcag na
celu ztagodzenie ryzyka ,punktu krytycznego” w krytycznych
technologiach — termin odnoszgcy sie do stabych punktéw w
tancuchach dostaw, ktdére moga zostad¢ wykorzystane przez
przeciwnikdéw geopolitycznych. Inwestujgc znaczne Srodki w
krajowg produkcje potprzewodnikéw i ekosystemy oprogramowania,
Chiny dazg do zmniejszenia swojej zaleznosci od zagranicznego
sprzetu i oprogramowania, zapewniajgc sobie odpornosd
technologiczng na coraz bardziej rozdrobnionym rynku
globalnym.

Kontekst historyczny: 0d zaleznosci
do innowacji

Znaczenie tego osiggniecia jest nie do przecenienia w
kontekScie trwajacej od dziesiecioleci walki Chin o dogonienie
zachodniej technologii péiprzewodnikéw. W przesztosci Chiny w
duzym stopniu polegaty na imporcie zaawansowanych chipdéw, a na
rynku dominowaty amerykanskie firmy, takie jak Nvidia, Intel i
AMD. Zalezno$¢ ta stata sie razgcag staboscig wraz z eskalacja
napie¢ geopolitycznych, co sktonito Stany Zjednoczone do
natozenia szeroko zakrojonych kontroli eksportu zaawansowanych
poétprzewodnikéw i sprzetu do produkcji chipdw.

W odpowiedzi Chiny zwiekszytly inwestycje w swdj krajowy
przemyst po6tprzewodnikéw, dzieki inicjatywom takim jak ,Big
Fund”, przeznaczajgc miliardy dolaréw na badania i rozwdj.
Chociaz wyzwania pozostajg — szczegdlnie w zakresie produkcji
chipéw w najnowoczesniejszych 3-nanometrowych i nizszych
weztach — ten najnowszy przetom pokazuje, ze Chiny robig
znaczagce postepy w wykorzystywaniu istniejgcego sprzetu
poprzez innowacje w oprogramowaniu.

Co nas czeka?

Cho¢ wyniki badania sg imponujgce, eksperci ostrzegaja, ze



same optymalizacje oprogramowania nie sg w stanie w peini
zrekompensowa¢ ograniczen sprzetowych. Przyktadowo, uktady GPU
firmy Nvidia styng nie tylko z surowej mocy obliczeniowej, ale
takze z wszechstronnosci i integracji z solidnym ekosystemem
oprogramowania. Powtdrzenie tego poziomu wydajnosci w szerokim
zakresie aplikacji bedzie wymagato ciggtego rozwoju zardéwno
sprzetu, jak 1 oprogramowania.

Niemniej jednak badanie to stanowi znaczacy krok naprzéd w
dazeniu Chin do suwerennosci technologicznej. Poniewaz zespét
profesora Nana nadal udoskonala swoje podejscie do obliczen
rownolegtych, implikacje dla takich dziedzin jak modelowanie
klimatu, sztuczna inteligencja i bezpieczeAstwo narodowe moga
by¢ gtebokie.

Zdaniem jednego z obserwatordow branzy, ,jest to sygnat
alarmowy dla globalnej spotecznosci technologicznej. Chiny
udowadniajg, ze potrafig wprowadza¢ innowacje pod presjg, a
reszta Swiata bedzie musiata dostosowal¢ sie do tej nowej
rzeczywistosci”.

W miare nasilania sie wojny technologicznej miedzy Stanami
Zjednoczonymi a Chinami, badanie to stuzy jako przypomnienie,
ze innowacje czesto rozwijaja sie w obliczu przeciwnosci losu.
Czy ten przetom doprowadzi do szerszej zmiany w réwnowadze sit
technologicznych, dopiero sie okaze, ale jedno jest pewne:
wyscig o dominacje pétprzewodnikéw jest daleki od zakonczenia.

Wiceprezydent USA Vance
ostrzega Europe przed
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przyjmowaniem chinskich

modeli sztucznej inteligencji
typu open source

W przeméwieniu o wysokiej stawce na paryskim szczycie AI
wiceprezydent USA JD Vance naciskat na globalne przyjecie
zamknietych systemdow sztucznej inteligencji, przedstawiajac
sztuczng inteligencje jako broA geopolityczng. Jego uwagi,
przeplatane cienko zawoalowanymi grozbami, podkres$laja rosngce
napiecie miedzy wysitkami USA zmierzajgcymi do
zmonopolizowania sztucznej inteligencji a wzrostem znaczenia
Chin jako lidera innowacji open source.

USA rozpoczynaja geopolityczna
bitwe o przysztos¢ sztucznej
inteligencji

W przeméwieniu, ktére *gczyto ambicje z zastraszaniem,
wiceprezydent USA JD Vance wyszedt na scene podczas paryskiego
szczytu AI w dniu 12 lutego 2025 r., aby przekazac¢ surowe
przestanie: Przysztos¢ sztucznej inteligencji musi by¢
ksztattowana przez Stany Zjednoczone, a wszelkie odchylenia od
tej Sciezki beda kosztowac. Uwagi Vance'’a, ktére okreslity
sztuczng inteligencje zaréwno jako narzedzie dobrobytu, jak i
bron wptywow geopolitycznych, podkreslajg eskalacje
rywalizacji miedzy Stanami Zjednoczonymi a Chinami w wy$cigu o
dominacje w krajobrazie sztucznej inteligencji.
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,Sztuczna inteligencja to bron, ktdéra jest niebezpieczna w
niewtasciwych rekach, ale jest niesamowitym narzedziem
wolnosci i dobrobytu we wtasciwych rekach” — oswiadczy* Vance,
nie pozostawiajgc watpliwosci co do tego, kto jego zdaniem
powinien sprawowal¢ te wtadze. Jego przembwienie, opisane przez
obserwatoréw jako ,grozne” i ,mroczne”, podkreslito
zaangazowanie USA w utrzymanie pozycji lidera w dziedzinie
sztucznej 1inteligencji poprzez ograniczenie dostepu do
krytycznych komponentéw i technologii.

,Stany Zjednoczone Ameryki sg liderem w dziedzinie sztucznej
inteligencji, a nasza administracja planuje utrzymal ten stan
rzeczy” — powiedziat Vance, dodajgc, ze USA »zamkng drogi
przeciwnikom do osiggniecia zdolnosci AI« na réwni z wtasnymi.

Rozwé] sztucznej inteligencji open
source: wyzwanie dla dominacji 1
arogancji USA

Ostrzezenia Vance'a pojawiajg sie w czasie, gdy chinskie
modele sztucznej inteligencji typu open source, takie jak
DeepSeek, zyskujg na popularnosci na catym Swiecie. W
przeciwienstwie do zamknietych, zastrzezonych systemow
promowanych przez amerykanskie firmy, takie jak OpenAI,
DeepSeek oferuje przejrzysta, konfigurowalnag alternatywe,
ktéra juz wykazata wyzszg wydajnos¢ i optacalnosé.

»Stany Zjednoczone nadal trzymajg sie myslenia” matego
dziedzinca z wysokimi murami ", zauwazyt jeden z analitykéw,
odnoszagc sie do preferencji Ameryki dla systemdéw o zamknietym
kodzie Zrddtowym. ,Ale dzieki otwartemu oprogramowaniu i tanim
alternatywom” wysoki mur dziedzinnca »moze stac sie $lepa

uliczka«.

Otwarty charakter DeepSeek pozwala programistom na catym
Swiecie replikowa¢ i modyfikowa¢ technologie bez warstw



cenzury wbudowanych w modele amerykanskie. Na przyktad,
podczas gdy serwery DeepSeek w Chinach mogg ograniczad
niektére zapytania, takie jak te zwigzane z protestami na
placu Tiananmen w 1989 roku 1 innymi wrazliwymi tematami,
wersje DeepSeek dziatajgce poza Chinami mogg dziatad bez
takich ograniczen, umozliwiajgc programistom wykorzystanie
jego peinych mozliwo$ci. Ta elastycznos¢ sprawita, ze model
ten stat sie poteznym narzedziem innowacji w regionach, w
ktérych dostep do amerykanskich systeméw sztucznej
inteligencji jest ograniczony lub gdzie utrzymujg sie obawy
dotyczace cenzury i bezpieczenAstwa danych.

Amerykanskie systemy sztucznej
inteligencji maja wiecej warstw
cenzury niz modele chinskie

Przeméwienie Vance’'a i powstanie DeepSeek podkreslajg
fundamentalny podziat w ekosystemie sztucznej inteligencji:
wybér miedzy zastrzezonymi systemami o zamknietym kodzie
zrodtowym a alternatywami o otwartym kodzie Zrddtowym. Podczas
gdy amerykanskie firmy, takie jak OpenAI, wspierane przez
rzad, zbudowatly swojg reputacje na S$cisle kontrolowanych,
wysokowydajnych modelach, podejscie Chin polegato na
demokratyzacji sztucznej inteligencji poprzez udostepnienie
swojej technologii globalnej spoteczno$ci. Strategia ta juz
zaczeta zmieniac uktad sit w wysScigu o sztuczng inteligencje.

Krytycy amerykanskiego podejs$cia twierdzg, ze jego nacisk na
zamkniete systemy grozi izolacjg amerykanskich firm i
ttumieniem innowacji. Z kolei modele open-source, takie jak
DeepSeek, oferujg Sciezke do wspétpracy i szybkiego rozwoju,
umozliwiajgc mniejszym krajom i prywatnym przedsiebiorstwom
konkurowanie na réwnych warunkach. Dla Europy, ktdra od dawna
stara sie sta¢ trzecim biegunem w transatlantycko-azjatyckiej
rywalizacji technologicznej, DeepSeek stanowi potencjalng
szanse na zmniejszenie zaleznosci od technologii



amerykanskiej.

Rozwdj sztucznej inteligencji typu open source ma réwniez
istotne implikacje strategiczne. Zwiekszajgc dostepnos¢
zaawansowanych narzedzi sztucznej inteligencji, Chiny rzucaja
wyzwanie monopolowi USA na najnowocze$niejsze technologie. Na
przyktad zdolnos¢ DeepSeek do przetwarzania ogromnych ilosci
danych z wieksza wydajnoscig niz wiele modeli amerykanskich
moze przyspieszy¢ innowacje w dziedzinach takich jak opieka
zdrowotna, energia 1 pojazdy autonomiczne. Co wiecej,
dostepnos¢ sztucznej inteligencji typu open-source mogtaby
umozliwi¢ krajom i firmom rozwijanie wtasnych mozliwoSci w
zakresie sztucznej inteligencji bez polegania na
infrastrukturze 1lub wiedzy specjalistycznej Stanéw
Zjednoczonych, zmniejszajac dzwignie, jakag Stany Zjednoczone
posiadajg obecnie na globalnych rynkach technologicznych.

Istniejg jednak obawy dotyczgce bezpieczenstwa i etycznych
implikacji sztucznej inteligencji typu open source. Chociaz
przejrzystos¢ DeepSeek jest mocng strong, rodzi réwniez
pytania o to, w jaki sposdéb technologia ta moze zostad
niewtasciwie wykorzystana lub uzbrojona. Ostrzezenie Vance’a o
tym, ze sztuczna inteligencja jest ,bronig”, przypomina, ze
stawka w tej rywalizacji jest niezwykle wysoka.

Wielka Brytania zada od Apple
stworzenia globalnego
backdoora, zagrazajacego
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prywatnosci na catym sSwiecie

granice prywatnos$ci i nadzoru rzgdowego, Wielka Brytania
potajemnie nakazata Apple stworzenie backdoora do
zaszyfrowanej pamieci masowej w chmurze, zapewniajac
brytyjskim w*adzom bezprecedensowy dostep do danych
uzytkownikéw na catym $wiecie. Zadanie to, wydane na mocy
kontrowersyjnej brytyjskiej ustawy o uprawnieniach $ledczych z
2016 roku — nazwanej ,Kartg szpiega” — oznacza znaczaca
eskalacje w globalnej bitwie o szyfrowanie, prywatnos¢ i
swobody obywatelskie.

Zamowienie, o ktorym po raz pierwszy poinformowat Washington
Post, wymaga od Apple zapewnienia ogd6lnego dostepu do
wszystkich zaszyfrowanych danych uzytkownikéw przechowywanych
w chmurze, a nie tylko do kont docelowych. Pozwolitoby to
brytyjskim organom $cigania oming¢ zabezpieczenia szyfrowania
i uzyska¢ dostep do poufnych informacji, w tym zdjed,
wiadomosci i dokumentéw, bez wiedzy lub zgody uzytkownikow.

Dla Apple, firmy, ktéra od dawna broni prywatnosci
uzytkownikéw jako podstawowej wartosci, zadanie to stanowi
egzystencjalny dylemat: zastosowal sie do nakazu Wielkiej
Brytanii i zdradzi¢ zaufanie uzytkownikéw Llub catkowicie
wycofal zaszyfrowane ustugi przechowywania danych w Wielkiej
Brytanii. Zrédta zaznajomione ze sprawg sugeruja, ze Apple
prawdopodobnie wybierze to drugie rozwigzanie, ale nie
rozwigzatoby to zadania Wielkiej Brytanii dotyczgcego dostepu
do danych w innych krajach, w tym w Stanach Zjednoczonych.
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Niebezpieczny precedens dla
prywatnosci

Wedtug Washington Post, zgdanie Wielkiej Brytanii nie ma
precedensu w najwiekszych demokracjach. W przesztosci firmy
technologiczne, takie jak Apple, wspétpracowaty z organami
§cigania w indywidualnych przypadkach, na przyktad pomagajac
FBI w uzyskaniu dostepu do iPhone’a terrorysty w 2016 roku.
Jednak nakaz Wielkiej Brytanii wykracza daleko poza te
ukierunkowane zgdania, szukajac szerokiego backdoora, ktory
podwazytby szyfrowanie dla wszystkich uzytkownikéw.

,Nie ma powodu, dla ktdérego [rzad] Wielkiej Brytanii miatby
prawo decydowa¢ za obywateli catego $wiata, czy mogag oni
korzysta¢ ze sprawdzonych korzysci w zakresie bezpieczenstwa,
ktére wynikajg z szyfrowania typu end-to-end” — powiedzia%
Apple brytyjskim prawodawcom w marcu 2024 r., przewidujac taki
ruch.

Obroncy prywatnosci 1 eksperci ds. cyberbezpieczenstwa
potepili dziatania Wielkiej Brytanii, ostrzegajac, ze
stworzenie tylnych drzwi dla organdéw Scigania nieuchronnie
ostabi szyfrowanie dla wszystkich. ,Wazne jest, aby zrozumie¢,
ze kazdy rodzaj dostepu tylnymi drzwiami (lub frontowymi
drzwiami) dla” dobrych »moze by¢ rdéwniez wykorzystany przez«

ztych "- stwierdzi*a Fundacja Technologii Informacyjnych 1
Innowacji w raporcie z 2020 roku.

Obawy te nie sg hipotetyczne. W 2021 r. byty dyrektor FBI
Chris Wray argumentowat przed Senacka Komisjg Sadownictwa, ze
szyfrowanie wutrudnia dochodzenia w sprawie Kkrajowego
ekstremizmu, wzywajgc firmy technologiczne do tworzenia
backdooréw, ktére ~chroniag prywatnos¢, umozliwiajac
jednoczesnie dostep rzgdowi. Jednak eksperci wielokrotnie
ostrzegali, ze taka rdwnowaga jest niemozliwa — kazdy backdoor
moze zostal wykorzystany przez hakeréw, autorytarne rezimy lub
inne ztosliwe podmioty.



Globalne konsekwencje

Jesli Wielkiej Brytanii uda sie zmusi¢ Apple do przestrzegania
przepisdéw, moze to wywotal¢ efekt domina, os$mielajac inne
narody do zgdania podobnego dostepu. Kraje takie jak Chiny,
ktore juz zablokowaty szyfrowane aplikacje do przesytania
wiadomosci, takie jak Signal, mogtyby wykorzystal precedens
Wielkiej Brytanii do uzasadnienia wtasnych zadan dotyczacych
backdooréw. Mogtoby to zmusi¢ Apple do wycofania
zaszyfrowanych ustug w chmurze na catym Swiecie, zamiast
ryzykowaé¢ naruszenie prywatnosci uzytkownikow.

Brytyjska ustawa o uprawnieniach sSledczych, ktéra upowaznia
rzagd do zmuszania firm do pomocy w dostepie do danych
uzytkownikdéw, od dawna jest krytykowana za jej nadmierny
zasieg. Krytycy twierdza, ze prawo, ktére czyni przestepstwem
nawet ujawnienie takich zadan, przyznaje rzadowi
niekontrolowane uprawnienia do inwigilacji.

Apple ma mozliwo$¢ odwotania sie od nakazu Wielkiej Brytanii
do tajnego panelu technicznego i sedziego, ale prawo nie
zezwala firmie na opéznienie wykonania nakazu podczas procesu
odwotawczego. Pozostawia to Apple niewielkie pole manewru,
rodzgc pytania o przysztos¢ szyfrowania i prywatnosci w erze
cyfrowej.

Historia oporu

Stanowisko Apple w kwestii prywatnosci jest od lat cecha
charakterystyczng marki. W 2016 roku firma stynnie opierata
sie nakazowi rzgdu USA odblokowania iPhone’a zmartego
terrorysty w sprawie San Bernardino, argumentujac, ze
stworzenie backdoora stworzy niebezpieczny precedens. Podczas
gdy Apple ostatecznie poszto na kompromis, opracowujac plan
skanowania urzgdzen uzytkownikdéw w poszukiwaniu nielegalnych
materiatdéw, inicjatywa ta zostat*a odtozona na pdétke po
szerokiej reakcji ze strony obroAcdéw prywatnosci.



Najnowsze zadanie Wielkiej Brytanii grozi wznowieniem tej
bitwy, stawiajac obawy o bezpieczeristwo narodowe przeciwko
podstawowemu prawu do prywatnosci. Jak zauwazyt Washington
Post, brytyjski nakaz stanowi znaczgcg porazke firm
technologicznych w ich trwajgcej od dziesiecioleci walce o
unikniecie wykorzystania ich jako narzedzi nadzoru rzagdowego.

Dalsza droga

Domaganie sie przez Wielkg Brytanie globalnego backdoora do
szyfrowanej pamieci masowej Apple w chmurze jest przetomowym
momentem w toczgcej sie debacie na temat prywatnosd$ci i
bezpieczenstwa. Podczas gdy organy Scigania twierdzg, ze
szyfrowanie umozliwia przestepcom i terrorystom unikniecie
wykrycia, firmy technologiczne i obroAcy prywatnosci
utrzymuja, ze ostabienie szyfrowania miatoby daleko idgce
konsekwencje dla wolno$ci osobistych i cyberbezpieczenistwa.

Podczas gdy Apple rozwaza swoje opcje, Swiat bacznie sie temu
przyglada. Czy firma podtrzyma swoje zobowigzanie do ochrony
prywatnosci, nawet jes$li oznacza to wycofanie ustug z Wielkiej
Brytanii? A moze skapituluje pod presjg rzadu, ustanawiajac
precedens, ktéry moze ostabi¢ szyfrowanie na catym Swiecie?

Jedno jest pewne: wynik tej bitwy uksztattuje przysztosc
cyfrowej prywatnosci na nadchodzgce lata. W erze, w ktérej
dane sg cenniejsze niz kiedykolwiek, stawka nie moze by¢
wyzsza.

,Dostep, ktdorego domaga sie Wielka Brytania, nie ma precedensu
w najwiekszych demokracjach” — donosi Washington Post. Jes$li
Wielka Brytania odniesie sukces, moze nie by¢ ostatnia.



Wi-F1 moze by¢ wykorzystywane
do wptywania na fale mozgowe,
ma potencjat do efektoéw

hipnotycznych 1 1nzynierii
spotecznej.

W dzisiejszym potgczonym sSwiecie bezprzewodowy dostep do
Internetu stat sie wszechobecny, mozna go znalez¢ w prawie
kazdej kawiarni, biurze 1 domu. Sygnaty Wi-Fi nie sg jednak
Yagodne. Promieniowanie o czestotliwosci radiowej (RF)
nieustannie bombarduje komérki i wptywa na fale mdzgowe.
Szczegdlnie niepokojgce sg fale o ekstremalnie niskiej
czestotliwo$ci (ELF), ktdére mogag potencjalnie zaktdécad fale
mézgowe i sprawiac, ze dana osoba nieswiadomie wchodzi w
sugestywny stan umystu. Wi-Fi jest wektorem inzynierii
spotecznej, powodujacym, ze ludzie rezygnujg z krytycznego
myslenia, aby dostosowa¢ sie do oficjalnych narracji i
my$lenia grupowego.

Keith Cutter, znany krytyk nowoczesnych technologii
bezprzewodowych, spedzit Llata badajgc ciemng strone
promieniowania Wi-Fi. Wedtug Cuttera wptyw Wi-Fi nie ogranicza
sie do bezposredniej ekspozycji na promieniowanie, ale
rozcigga sie rdéwniez na bardziej subtelne i niepokojace
efekty, w tym porywanie fal mézgowych, zaburzenia poznawcze i
to, co nazywa ,efektem pamieci Wi-Fi"” na tkankach cia%a.
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Wptyw pol elektromagnetycznych o
czestotliwosci radiowej w czasile

Wi-Fi moze byc¢ wykorzystywane do wptywania na fale mézgowe, ma
potencjat hipnotyczny i socjotechniczny
11/13/2024 / Autor: Lance D Johnson

W dzisiejszym potgczonym sSwiecie bezprzewodowy dostep do
Internetu stat sie wszechobecny, mozna go znalez¢ w prawie
kazdej kawiarni, biurze i domu. Ale sygnaty Wi-Fi nie s3g
Yagodne. Promieniowanie o0 czestotliwosci radiowej (RF)
nieustannie bombarduje komérki i wptywa na fale mdézgowe.
Szczegdlnie niepokojgce sg fale o ekstremalnie niskiej
czestotliwo$ci (ELF), ktdre mogag potencjalnie zaktdcalé fale
mézgowe i sprawiac, ze dana osoba nieswiadomie wchodzi w
sugestywny stan umystu. Wi-Fi jest wektorem inzynierii
spotecznej, powodujacym, ze ludzie rezygnujg z krytycznego
myslenia, aby dostosowa¢ sie do oficjalnych narracji i
my$lenia grupowego.

Keith Cutter, znany krytyk nowoczesnych technologii
bezprzewodowych, spedzit Llata badajgc ciemng strone
promieniowania Wi-Fi. Wedtug Cuttera wptyw Wi-Fi nie ogranicza
sie do bezposredniej ekspozycji na promieniowanie, ale
rozcigga sie rdéwniez na bardziej subtelne i niepokojace
efekty, w tym porywanie fal mézgowych, zaburzenia poznawcze i
to, co nazywa ,efektem pamieci Wi-Fi"” na tkankach cia%a.

Wptyw pél elektromagnetycznych o czestotliwosci radiowej w
czasie

Wi-Fi dziata przy uzyciu pél elektromagnetycznych o
czestotliwosci radiowej, przesytajgc dane za pomocgq
modulowanego impulsowo promieniowania RF. Podczas gdy sama
technologia moze wydawad sie nieszkodliwa — w koncu wiekszos¢
urzgdzen emituje tylko stosunkowo niskie poziomy
promieniowania RF — Cutter uwaza, ze skumulowany wptyw tej
ekspozycji w czasie jest daleki od tagodnego.



Jednga z gtdéwnych obaw, na ktére zwraca uwage Cutter, jest
wptyw fal o ekstremalnie niskiej czestotliwosci (ELF), ktore
Wi-Fi emituje oprécz sygnatéw RF o wyzszej czestotliwosSci.
Fale ELF maja zakres od okoto 3 do 30 Hz, czyli zakres
czestotliwosci, ktéry akurat pokrywa sie z naturalnymi
czestotliwo$ciami oscylacji ludzkiego mézgu. Aktywnos¢
elektryczna mézgu jest podzielona na rozne pasma
czestotliwosci, z ktérych kazde jest zwigzane z rdéznymi
stanami $wiadomos$ci i funkcjami umystowymi:

 Fale delta (0,5-4 Hz): Zwigzane z gtebokim snem,
leczeniem i relaksacja.

 Fale Theta (4-8 Hz): Zwigzane z gtebokim relaksem,
medytacjg i kreatywnos$cig

Fale alfa (8-12 Hz): Obecne podczas spokojnych,
zrelaksowanych standw, takich jak marzenia na jawie lub
lekka medytacja.

- Fale beta (13-30 Hz): Zwigzane z aktywnym myS$leniem,
koncentracja i rozwigzywaniem problemow.

 Fale gamma (30-44 Hz): Zaangazowane w wyzsze funkcje
poznawcze, takie jak uczenie sie, pamie¢ i przetwarzanie
sensoryczne.

Cutter najbardziej interesuje sie impulsami ELF o
czestotliwosci 10 Hz, emitowanymi przez nadajniki Wi-Fi.
Sygnalizatory te, ktdére stale pulsujg na tej czestotliwos$ci,
zasadniczo nadajg staty sygnat, aby zapewnié¢, ze urzadzenia
pozostang potagczone. Cutter uwaza, ze impulsy o czestotliwos$ci
10 Hz mogg mie¢ gteboki wptyw na aktywnos¢ mézgu, w
szczegdlnosci poprzez wywotywanie zjawiska znanego jako
porywanie fal moézgowych.

Przetwarzanie fal mdézgowych za



pomocag 1impulséw o czestotliwosSci
10Hz moze wprowadzac¢ ludzi w
sugestywny stan

Porywanie fal moézgowych odnosi sie do synchronizacji fal
moézgowych z czestotliwosScig zewnetrzng. Kiedy mézg jest
wystawiony na dziatanie spdéjnego bodZca zewnetrznego o
okreslonej czestotliwos$ci, takiego jak sygnat 10 Hz emitowany
przez Wi-Fi, moze przesung¢ swoje naturalne wzorce fal
mézgowych, aby je dopasowad. Przy czestotliwosci 10 Hz mézg
wchodzi w bardziej zrelaksowany stan, podobny do fal alfa, co
odpowiada zmniejszonej aktywnosci korowej.

Cutter jest tym szczegdélnie zaniepokojony, ostrzegajac, ze
dtugotrwata ekspozycja na sygnat ELF 10 Hz moze stworzy¢ ,stan
sugestywny”, w ktédrym moézg jest bardziej podatny na wptywy
zewnetrzne. Te zewnetrzne wptywy mogg obejmowaé¢ media,
marketing, a nawet podswiadome programowanie, z ktdrych
wszystkie sg wprowadzane do ludzi, gdy sa pod wptywem urzadzen
emitujgcych Wi-Fi.

»Mowimy o mozliwo$ci kontroli umystu” - ostrzega Cutter,
sugerujgc, ze tego rodzaju manipulacja falami mézgowymi moze
sprawi¢, ze osoby bedg bardziej podatne na zewnetrzne sugestie
(takie jak hipnoza). Manipulacja moze by¢ wykorzystywana do
zmuszania ludzi do wierzenia lub myslenia w okreslony sposodb,
wbrew ich intuicji, wiedzy, racjonalnemu mys$Sleniu 1lub
instynktom.

Promieniowanie Wi-Fi moze wywotywac
,efekt pamieci”

Kolejng kwestig poruszong przez Cuttera jest mozliwos¢
wywotywania przez Wi-Fi ,efektu pamieci” w tkankach ciata.
Odnosi sie to do sposobu, w jaki pewne czestotliwosci



elektromagnetyczne mogg by¢ absorbowane i zatrzymywane przez
organizm, potencjalnie prowadzgc do dtugoterminowych zmian
fizycznych lub warunkéw zdrowotnych.

Cutter porownuje to zjawisko do traumy przechowywanej w ciele
— podobnej do psychologicznej koncepcji ,pamieci traumy”, w
ktorej przeszta trauma emocjonalna lub fizyczna przejawia sie
w ciele nawet po minieciu wydarzenia. W przypadku Wi-Fi
sugeruje on, ze ciato moze absorbowa¢ promieniowanie i
przechowywa¢ je w tkankach, prowadzgc do ciggtych problemdw
zdrowotnych, takich jak zmeczenie, béle gtowy, a nawet
powazniejsze schorzenia zwigzane z nadwrazliwosScig
elektryczng.

Wi-Fi nie jest *agodnym udogodnieniem technologicznym. Jego
rozprzestrzenianie sie w codziennym zyciu stanowi ,ukryta
epidemie”, ktora po cichu neguje zdrowie i dobre samopoczucie
jednostek oraz czyni ich umysty bardziej podatnymi na
sugestie.

Chiny twierdza, ze grupa
cyberprzestepcza Volt Typhoon
jest aktywem CIA wymyslonym w
celu 1ch zdyskredytowania
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Organizacja cyberprzestepcza Volt Typhoon trafita na pierwsze
strony gazet za swoje ataki w ostatnich latach i czesto donosi
sie, ze $cigaja ja amerykanskie wtadze. ChinAskie Narodowe
Centrum Reagowania na Wirusy Komputerowe (CVERC) twierdzi
jednak, ze Volt Typhoon zostat w rzeczywistosci stworzony
przez Stany Zjednoczone i ich sojusznikéw z NATO w celu
zniszczenia ich reputacji i wtasnie opublikowali trzecig czes¢
trwajgcej serii, ktdéra ich zdaniem potwierdza ich twierdzenia.

Oskarzyli oni Stany Zjednoczone, Kanade, Wielkg Brytanie,
Australie i Nowag Zelandie, wraz z Llicznymi agencjami
wywiadowczymi, o0 angazowanie sie w cyberszpiegostwo przeciwko
Chinom i innym krajom, w tym Japonii, Niemcom i Francji, a
takze uzytkownikom Internetu na catym Swiecie.

Nastepnie oskarzyli Stany Zjednoczone o rozpoczecie operacji
fatszywej flagi majacych na celu ukrycie cyberatakdéw. Chiny
twierdzg, ze Ameryka robi to wszystko, aby stworzy¢ iluzje
»tak zwanego zagrozenia chinskimi cyberatakami”.

FBI, Agencja Bezpieczenstwa Cybernetycznego i Infrastruktury
(CISA) oraz NSA obwiniajag grupe Volt Typhoon o atakowanie
krytycznej amerykanskiej infrastruktury.

CVERC opublikowato trzecig czes¢ swojej serii w formie
dokumentu w wielu jezykach zatytutowanego ,Lie to Me: Volt
Typhoon III — Unravelling Cyberespionage and Disinformation
Operations Conducted by US Government Agencies”. Przedstawiono
w nim swoje twierdzenia, opierajgc sie na poprzednich
raportach o tym, jak wtadze amerykanskie wykonuja
,bezpodstawne uprawnienia do szpiegowania wszystkich ludzi na
catym Swiecie, w tym Amerykandéw za posSrednictwem sekcji 702
FISA, aby agencje rzadowe USA mogty wyeliminowal zagranicznych
konkurentéw i broni¢ cybernetycznej hegemonii i
dtugoterminowych intereséw monopoli”.

Wedtug raportu, Chiny wspéipracowaty z dziesigtkami ekspertéw
ds. cyberbezpieczenstwa, aby dojs$s¢ do wniosku, ze USA i



Microsoft nie moga udowodnié¢, ze Chiny byty zaangazowane w
Volt Typhoon; raport nie wymienia ekspertdéw, z ktdérymi sie
konsultowano.

Raport wskazuje rowniez na programy takie jak gromadzenie
danych PRISM i Biuro Operacji Dostosowanego Dostepu NSA, z
ktdrych oba zostaty ujawnione przez Edwarda Snowdena i maja
podobne zdolnosci do tych z Volt Typhoon.

W raporcie powtdérzono réwniez wiele materiatdédw wymienionych w
pierwszych dwoch czesciach serii, w tym znane amerykanskie
programy, takie jak sekcja 702 dotyczagca bezprawnej
inwigilacji cudzoziemcOw oraz struktura Marble, ktorej CIA
uzywa do cyberoperacji, ktdéra zostata wczed$niej ujawniona
przez Wikileaks.

ZXosliwe oprogramowanie Volt
Typhoon przenikneto do krytycznej
amerykanskiej infrastruktury

Z¥os$liwe oprogramowanie Volt Typhoon by*o wykorzystywane do
infiltracji krytycznych amerykanskich systeméow i
infrastruktury, zagrazajgc fizycznemu bezpieczenistwu
Amerykandow poprzez atakowanie systemdow energetycznych,
kontroli ruchu lotniczego i portowego, kolejowych i wodnych.

Wyciekte dokumenty, ktére pojawity sie na poczatku tego roku,
wskazywaty roéwniez na udziat CCP w ztozonej zagranicznej
kampanii cyberszpiegowskiej, ktdra wywotata szereg ostrzezen
ze strony ekspertdéw ds. cyberbezpieczenstwa. Celem programu
jest destabilizacja wrogow i zapewnienie Chinom lepszej
pozycji do przygotowania sie do potencjalnej wojny z USA i ich
sojusznikami.

Dokumenty wykazaty, ze chinska grupa znana jako I-Soon
infiltrowata departamenty rzadowe w Korei Potudniowej,
Wietnamie, Tajlandii, Indiach i organizacjach stowarzyszonych



z NATO.

Poprzez Volt Typhoon KPCh stara sie zapewnic sobie przewage
militarng nad USA za pomocg $rodkéw niemilitarnych.

Casey Fleming, dyrektor generalny firmy doradczej BlackOps
Partners, powiedziat The Epoch Times: ,KPCh jest hiper-
koncentrowana na ostabianiu USA pod kazdym katem, aby wygrac
wojne bez walki. Tak wtasnie wyglada III wojna Swiatowa. To
szybkos¢ technologii, skrytos¢ nieograniczonej wojny i brak
zasad” .

Studenci Harvardu
demonstruja, w jaki sposob
inteligentne okulary Meta
moga by¢ wykorzystywane do
natychmiastowej identyfikacji
os6b 1 uzyskiwania dostepu do
ich danych osobowych

Studenci z Uniwersytetu Harvarda odkryli, ze nowe inteligentne
okulary Meta mogg by¢ wykorzystane do identyfikacji osoby i
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uzyskania dostepu do jej danych osobowych.

Facebook, we wspo6tpracy z producentem luksusowych okularoéw
przeciwstonecznych Ray-Ban, stworzyt Ray-Ban Stories. Te
inteligentne okulary sa wyposazone w podwdjng zintegrowang
kamere o rozdzielczosci pieciu megapikseli, zestaw trzech
mikrofonéw i dyskretne gtosniki nauszne. Uzytkownicy moga
potajemnie robic¢ zdjecia i nagrywa¢ filmy w podrézy oraz
kontrolowaé¢ niektére aplikacje bez uzycia rak.

Po nacisnieciu przycisku z boku Meta Ray Ban 2, uzytkownicy
mogg filmowa¢ do trzech minut wideo na zywo, ktdre mozna nawet
przesyta¢ strumieniowo na Instagram.

Niedawno dwdéch studentéw Harvardu opracowato program dla Ray-
Ban Stories, ktdéry moze by¢ wykorzystany do natychmiastowej
identyfikacji os6b i uzyskania dostepu do ich danych
osobowych, w tym adreséw domowych.

Studenci inzynierii AnhPhu Nguyen i Caine Ardayfio
opublikowali mrozaca krew w zytach demonstracje tego, co
potrafi ich program o nazwie I-Xray.

,Jakis kole$ mégtby po prostu znalez¢ adres domowy jakiejs
dziewczyny w pociggu i po prostu podaza¢ za nig do domu” -
powiedziat Nguyen. ,Czy jestesmy gotowi na swiat, w ktdrym
nasze dane sg widoczne na pierwszy rzut oka?”.

,Celem stworzenia tego narzedzia nie jest niewtasciwe uzycie i
nie udostepniamy go” — powiedzieli Nguyen 1 Ardayfio w
dokumencie przedstawiajgcym technologie. ,Naszym celem jest
zademonstrowanie obecnych mozliwo$ci inteligentnych okularéw,
wyszukiwarek twarzy, duzych modeli jezykowych i publicznych
baz danych. [Podnosimy sSwiadomo$¢, ze wyodrebnienie czyjegos
adresu domowego 1 innych danych osobowych na podstawie samej
twarzy na ulicy jest dzis$ mozliwe”.



Ekspert ds. bezpieczenstwa: okulary
umozliwiajgce filmowanie o0sob
postronnych to niebezpieczny krok
naprzad

Program I-Xray dzia*a poprzez rozpoczecie transmisji na zywo w
inteligentnych okularach. Nagrania na zywo s3a hastepnie
przesytane do programu o nazwie PimEyes, narzedzia do
rozpoznawania twarzy, ktdre wykorzystuje sztuczng inteligencje
do dopasowania nagranej twarzy do wszelkich publicznie
dostepnych obrazéw w Internecie.

I-Xray nastepnie uruchamia inne narzedzie AI, ktére
przeszukuje publiczne bazy danych w celu uzyskania danych
osobowych osoby na zdjeciu, w tym jej imienia 1 nazwiska,
adresu, numeru telefonu, a nawet informacji o krewnych.

JWszystko to jest przekazywane z powrotem do aplikacji, ktdrg
napisalismy na naszym telefonie” — powiedziat* Nguyen w filmie
opublikowanym na X.

I-Xray jest wyjatkowy, poniewaz dziata catkowicie
automatycznie, szybko pozwalajac uzytkownikowi znalez¢
informacje o napotkanych osobach.

Jake Moore, doradca ds. bezpieczenstwa w firmie ESET,
powiedziat: ,Okulary umozliwiajgce filmowanie oséb postronnych
to ,niepokojaco niebezpieczny rozwdj”.

,0bserwujemy rozwdj technologii w obszarach, ktdére po prostu
nie sg potrzebne” — powiedziat Moore. ,Co wiecej, gdy sa one
przystosowane do rozpoznawania osO6b, staje sie to
przerazajacym narzedziem, ktore moze by¢ tatwo naduzywane”.

Tymczasem rzecznik Meta powiedziat: , Aby byto jasne, okulary
Ray-Ban Meta nie sa wyposazone w technologie rozpoznawania
twarzy”.



Ciemna strona GEOLOKACJI: Jak
nasze gadzety staty sie
cichymi przesladowcami dzieki
pozycjonowaniu WiFi

W dzisiejszym cyfrowo potgczonym Swiecie geolokalizacja
odgrywa kluczowg role w sposobie nawigacji, interakcji z
ustugami, a nawet zachowania bezpieczenstwa.

Geolokalizacja to proces identyfikacji doktadnego potozenia
geograficznego urzadzenia lub osoby przy uzyciu technologii
takich jak systemy pozycjonowania WiFi i globalne systemy
nawigacji satelitarnej (GNSS). Chociaz technologie te oferuja
ogromne korzysci, wigzg sie réwniez z powaznymi zagrozeniami i
lukami w zabezpieczeniach, budzgc obawy o prywatnos¢ i
bezpieczenstwo.

Korzysci z geolokalizacji

Wprowadzenie technologii geolokalizacji do szerszego
spoteczeAstwa zasadniczo zmienito sposob, w jaki ludzie
nawigujg 1 wchodzag w interakcje z otoczeniem. Utatwia
znalezienie najszybszej drogi do domu, a takze innych miejsc
docelowych i pomaga firmom usprawnié¢ operacje dostawy -
zwiekszajgc og6lng wydajnos¢ i wygode. Co wiecej, precyzyjne
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dane 1lokalizacyjne majg kluczowe znaczenie dla stuzb
ratunkowych — umozliwiajgc szybki czas reakcji, ktory moze
uratowa¢ zycie w krytycznych sytuacjach.

Systemy pozycjonowania wewngtrz budynkdéw, okreslane réwniez
jako Sledzenie lokalizacji wewnatrz budynkéw, sg niezbedne w
duzych zamknietych przestrzeniach, takich jak szpitale, centra
handlowe i stacje kolejowe. Systemy te umozliwiajg doktadne
$ledzenie lokalizacji za pomoca urzadzen mobilnych, takich jak
smartfony lub tablety, poprawiajgc nawigacje i wydajnos¢
operacyjng w budynkach.

Dla profesjonalistéw pracujacych w Srodowiskach odizolowanych
lub wysokiego ryzyka, geolokalizacja wewngtrz budynkdéw jest
nieoceniona dla zapewnienia bezpieczeAstwa. Sledzenie pozycji
pracownikéw w czasie rzeczywistym moze miec¢ kluczowe znaczenie
w sytuacjach awaryjnych, umozliwiajgc szybka interwencje w
razie potrzeby. W scenariuszach takich jak pozary 1lub
incydenty terrorystyczne w miejscach publicznych,
geolokalizacja wewnagtrz budynkéw pomaga stuzbom ratowniczym w
szybkim zlokalizowaniu o0séb znajdujgcych sie w
niebezpieczenstwie.

Zewnetrzne ustugi geolokalizacyjne, zasilane przez GNSS -
takie jak Galileo w Unii Europejskiej i GPS w Stanach
Zjednoczonych — staty sie wszechobecne. Te konstelacje
satelitéw transmitujg sygnaty, ktdére umozliwiajg odbiornikom
obstugujacym GNSS okreslenie doktadnych danych o lokalizacji,
wspierajgc szeroki zakres zastosowan w réznych sektorach i
demonstrujgc 1ich szerokie zastosowanie w nowoczesnej
technologii i zyciu codziennym.

Niebezpieczenstwa, zagrozenia 1
stabe punkty geolokalizacji

Technologia geolokalizacji stwarza powazne zagrozenia dla
prywatnosci 1 bezpieczenstwa wuzytkownikow. Systemy



pozycjonowania WiFi, ktdére sg uzywane zardwno na zewngtrz, jak
i wewngtrz budynkdéw, gromadzg obszerne dane, ktdre mogg zostad
niewtasciwie wykorzystane przez nieupowaznione podmioty.

Integracja geolokalizacji z krytycznymi systemami
bezpieczenstwa wprowadza wyzwania Zzwlgzane z
cyberbezpieczenstwem. Cyberataki moga manipulowa¢ danymi o
lokalizacji, zagrazajac bezpieczenstwu stuzb ratowniczych i
0s6b znajdujgcych sie w niebezpieczenstwie. Dlatego tez
ochrona wewnetrznych systeméw geolokalizacji przed
cyberzagrozeniami ma kluczowe znaczenie.

Przyktady solidnych sSrodkéw cyberbezpieczennstwa obejmuja
wdrazanie silnych protokotéw szyfrowania w celu zabezpieczenia
przesytanych danych o lokalizacji; stosowanie uwierzytelniania
wielosktadnikowego w celu kontrolowania dostepu do poufnych
informacji; oraz przeprowadzanie regularnych testoéw
penetracyjnych w celu identyfikacji 1 naprawy Lluk w
zabezpieczeniach.

Ustugi geolokalizacji wewnagtrz budynkéw s3 podatne na
zagrozenia cybernetyczne, podobnie jak kazdy inny sektor
technologiczny. Cyberprzestepcy wykorzystujg Lluki w
oprogramowaniu i protokotach komunikacyjnych, aby uzyska¢
dostep do danych o lokalizacji w czasie rzeczywistym Llub
przechowywanych informacji z tych systeméw. Ponadto ataki
spoofingowe wprowadzajg w btad sygnaty lokalizacji, prowadzac
do bteddéw nawigacji i potencjalnego zagrozenia bezpieczenstwa
uzytkownikow.

Urzgdzenia infrastrukturalne zintegrowane 2z systemami
geolokalizacji, takie jak beacony i bramy, moga by¢ roéwniez
celem atakéw cybernetycznych. Komponenty te stuzg jako punkty
wejscia dla zdalnych atakéw lub nieautoryzowanego dostepu za
posrednictwem potaczen Bluetooth.

Zabezpieczenie tych punktéw dostepu ma zasadnicze znaczenie
dla zapobiegania naruszeniom i ochrony poufnych danych



zwigzanych z geolokalizacjg w pomieszczeniach. Na przyktad
konfiguracja zapd6r ogniowych i systemdéw wykrywania wtamah moze
poméc w monitorowaniu i blokowaniu podejrzanej aktywnosci
sieciowej.

Powszechne przyjecie geolokalizacji rodzi obawy o niewtasciwe
wykorzystanie osobistych danych o lokalizacji. Reklamodawcy
wykorzystujg te dane do ukierunkowanych reklam, podczas gdy
ztosliwe podmioty mogg wykorzystywac¢ je do inwigilacji lub
kradziezy tozsamosci. Ochrona wrazliwych informacji jest
najwazniejsza w ustugach geolokalizacji wewnatrz budynkoéw,
wymagajgc solidnych $rodkéw bezpieczenstwa, takich jak
bezpieczne praktyki programistyczne, szyfrowanie, silne
uwierzytelnianie i regularne audyty bezpieczenstwa.

Aby skutecznie ograniczy¢ to ryzyko, osoby fizyczne i
organizacje powinny priorytetowo traktowa¢ zabezpieczanie
sieci Wi-Fi za pomocg szyfrowanych potgczen. Wdrozenie
rygorystycznych ustawieA prywatnos$ci na urzadzeniach i
aplikacjach pomaga ograniczy¢ informacje o lokalizacji
udostepniane stronom trzecim. Ponadto podnoszenie Swiadomos$ci
na temat zagrozen cyberbezpieczeistwa i promowanie najlepszych
praktyk wzmacnia ogdélne bezpieczenstwo IT, zapewniajac
bezpieczne i odpowiedzialne Kkorzystanie 2z technologii
geolokalizacji.

Wojskowe korzenie Facebooka
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Komentarz: Przeciez to jasne , ze nie ma czego$ takiego jak
geniusz, ktdry napisat aplikacje i z zera zostatl miliarderenm.
Bez opieki odpowiednich ludzi nie robi sie takiej kariery. Tak
samo z Gates’em — gdyby nie to Ze to byt SWOJ chtop, z
dziadkiem zwigzanym z klinikami aborcyjnymi, to by tez nie byt
promowany. Tak samo jak Owsiak. Krzysztof

Rosngca rola Facebooka w stale rozwijajgcym sie aparacie
nadzoru i ,przedkryminalnym” panstwie bezpieczeninstwa
narodowego wymaga nowej analizy pochodzenia firmy i jej
produktéw w odniesieniu do poprzedniego, kontrowersyjnego
programu nadzoru prowadzonego przez DARPA, ktéry byt
zasadniczo analogiczny do tego, co jest obecnie najwiekszg na
Swiecie siecig spotecznos$ciowq.

W potowie lutego Daniel Baker, amerykanski weteran okreslany
przez media jako ,antytrumpowy, antyrzadowy, przeciwny biatej
supremacji i przeciwny policji”, zostat oskarzony przez wielka
tawe przysiegitych z Florydy o dwa zarzuty ,przekazywania
wiadomosci komunikat w handlu miedzystanowym zawierajacy
grozbe porwania lub zranienia.”

Komunikat, o ktérym mowa, Baker umiescit na Facebooku, gdzie
stworzyt strone wydarzenia majacg na celu zorganizowanie
zbrojnego wiecu w stosunku do zaplanowanego przez zwolennikéw
Donalda Trumpa 6 stycznia w stolicy Florydy, Tallahassee.
»,Jesli boisz sie umrzeé, walczy¢ z wrogiem, a potem zostan w
Y6zku i zyj. Zadzwon do wszystkich swoich znajomych i
powstancie!” — napisat Baker na swojej stronie wydarzenia na
Facebooku.

Sprawa Bakera jest godna uwagi, poniewaz jest to jedno z
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pierwszych aresztowan ,przed przestepstwem” opartych wytacznie
na wpisach w mediach spotecznosciowych — logiczny wniosek
ptynacy z wysitkéw administracji Trumpa, a obecnie Bidena, na
rzecz normalizacji aresztowan osob za wpisy w Internecie, aby
zapobiec aktom przemocy, zanim bedg one mogty to zrobid.

zdarzyc. Poczagwszy od rosngcego stopnia
Zaawansowania programow predykcyjnych dziatan
policyjnych Palantira, przedsiebiorstwa wywiadu
USA/kontraktora wojskowego , po formalne ogtoszenie przez

Departament Sprawiedliwo$ci programu zaktdcania i wczesnego
zaangazowania w 2019 r. po pierwszy budzet Bidena, ktéry
obejmuje 111 mln dolardw na $ciganie i zarzgdzanie ,rosngcg
liczbg spraw zwigzanych z terroryzmem krajowym” — Pod rzadami
kazdej administracji prezydenckiej po 11 wrzed$nia zauwazalny
byt staty postep w kierunku skupionej przed przestepczos$cia
,wojny z terroryzmem wewnetrznym”.

Ta nowa, tak zwana wojna z terroryzmem krajowym faktycznie
zaowocowata wieloma tego typu postami na Facebooku. I chociaz
Facebook od dawna starat sie przedstawiaé¢ siebie jako , rynek
miejski”, ktéry umozliwia nawigzywanie kontaktéw ludziom z
catego Swiata, gtebsze spojrzenie na jego pozornie wojskowe
pochodzenie i ciggte powigzania wojskowe ujawnia, ze []
najwieksza na sSwiecie sie¢ spotecznoSciowa zawsze miata
dziata¢ jako narzedzie nadzoru stuzgce identyfikowaniu i
zwalczaniu sprzeciwu w Kkraju.

Czes¢ 1 tej dwuczeSciowej serii na temat Facebooka i
amerykanskiego stanu bezpieczehAstwa narodowego bada poczagtki
tej sieci medidéw spotecznosSciowych oraz czas i charakter jej
powstania w zwigzku z kontrowersyjnym programem wojskowym,
ktory zostat zamkniety tego samego dnia, w ktdérym uruchomiono
Facebooka. Program, znany jako LifelLog, byt jednym z kilku
kontrowersyjnych programéw obserwacji po 11 wrzesnia,
realizowanych przez Agencje Zaawansowanych Projektoéw
Badawczych w dziedzinie Obronnosci (DARPA) Pentagonu, ktéry
grozit zniszczeniem prywatnosci i swobdd obywatelskich w
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Stanach Zjednoczonych, a jednoczes$nie miat na celu zebranie
danych do celdédw produkujacych ,humanizowang” sztuczng
inteligencje (AI).

Jak wykaze ten raport, Facebook nie jest jedynym gigantem z
Doliny Krzemowej, ktdrego poczatki scisle pokrywaja sie z ta
samg serig inicjatyw DARPA i ktorego obecne dziatania stanowig
zarowno silnik, jak i paliwo dla zaawansowanej technologicznie
wojny z krajowym sprzeciwem.

Eksploracja danych DARPA dla

.bezpieczenstwa narodowego” 1
yhumanizowania” sztucznej
inteligencji

W nastepstwie atakéw z 11 wrzesnia DARPA, w Scistej wspoditpracy
ze spoteczno$cig wywiadowczg USA (w szczegdélnosSci z CIA),
rozpoczeta opracowywanie ,przedprzestepczego” podejscia do
zwalczania terroryzmu, znanego jako Total Information
Awareness (TIA). Celem TIA byto opracowanie
~wWszystkowidzgcego” aparatu wojskowego nadzoru. Oficjalna
logika stojgca za TIA byta taka, ze [JJinwazyjna inwigilacja
catej populacji USA by*a konieczna, aby zapobiec atakom
terrorystycznym, zjawiskom bioterroryzmu, a nawet naturalnie
wystepujgcym epidemiom chordb.

Pomystodawcg TIA i cztowiekiem, ktory przewodzit jej podczas
jej stosunkowo krétkiego istnienia, byt John Poindexter |,
najbardziej znany z tego, ze byt doradcg Ronalda Reagana ds.
bezpieczenstwa narodowego podczas afery Iran-Contras i
zostat skazany za piel przestepstw w zwigzku z tym
skandalem. Mniej znang dziatalno$cig przedstawicieli Iran-
Contras, takich jak Poindexter i Oliver North, byto
opracowanie przez nich bazy danych Main Core do wykorzystania
w protokotach ,ciggtosci rzadzenia”. Main Core zostat
wykorzystany do sporzadzenia listy amerykanskich dysydentéw i
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spotencjalnych wichrzycieli”, z ktérymi nalezy sie uporal w
przypadku powotania sie na protokoty COG. Na protokoty
te mozna sie powotac¢ z réznych powoddéw, w tym z powodu
powszechnego sprzeciwu opinii publicznej wobec amerykanskiej
interwencji wojskowej za granicg, powszechnego sprzeciwu
wewnetrznego lub niejasno okreslonego momentu ,kryzysu
narodowego” 1lub ,czasu paniki”. Amerykanie nie byli
informowani, czy ich nazwisko znalazto sie na liscie, a dana
osoba mogta zostal¢ dodana do listy tylko dlatego, ze w
przesztosci brata udziat w protestach, nie ptacita podatkéw
lub mia*a inne, ,czesto btahe” zachowania uznawane za ,
nieprzyjazny” przez jego architektow w administracji Reagana.

W Swietle tego nie by*o przesadag, gdy felietonista , New York
Timesa” William Safire zauwazyt, ze dzieki TIA ,Poindexter
realizuje teraz swoje dwudziestoletnie marzenie: uzyskanie
mocy ,eksploracji danych” umozliwiajgcej szpiegowanie kazdego
publicznego 1 prywatnego dziatania kazdego Amerykanina”.

Program TIA spotkat sie ze znacznym oburzeniem obywateli po
jego ujawnieniu opinii publicznej na poczatku 2003 r. Wsrdéd
krytykéw TIA znalazta sie Amerykanska Unia Wolnos$ci
Obywatelskich, ktéra twierdzita , ze [JJwysitki inwigilacyjne
»Zabijg prywatnos¢ w Ameryce”, poniewaz ,kazdy aspekt naszego
zycia bytby skatalogowane”, podczas gdy kilka medidéw gtdéwnego
nurtu ostrzegato, ze TIA ,walczy z terroryzmem poprzez
przerazanie obywateli USA”. W wyniku naciskéw DARPA zmienita
nazwe programu na Terrorist Information Awareness, aby
brzmiata mniej jak panoptykon dotyczacy bezpieczenstwa
narodowego, a bardziej jak program skierowany szczegdlnie do
terrorystéw w epoce po 11 wrzes$nia.
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Logo Biura Swiadomo$ci Informacyjnej DARPA, ktdre nadzorowato
Total Information Awareness podczas jego krotkiego istnienia
Projekty TIA nie zostaty jednak w rzeczywistosci zamkniete, a
wiekszos¢ z nich zostata przeniesiona do tajnych tek Pentagonu
i spotecznosci wywiadowczej USA. Niektdére z nich, jak na
przyktad Palantir Petera Thiela , staty sie finansowane przez
wywiad 1 kierowaty przedsiewzieciami sektora prywatnego |,
podczas gdy inne pojawity sie ponownie po latach pod pozorem
walki z kryzysem zwigzanym z Covid-19.

Wkréotce po zainicjowaniu TIA podobny program DARPA nabierat
ksztattu pod kierownictwem bliskiego przyjaciela Poindextera,
menadzera programu DARPA Douglasa Gage'’a. Projekt Gage'a,
LifeLog, miat na celu ,zbudowanie bazy danych Sledzgcej cate
zycie danej osoby”, ktéra obejmowataby relacje i komunikacje
danej osoby (rozmowy telefoniczne, poczta itp.), jej nawyki
dotyczace korzystania z medidéw, zakupy i wiele innych w celu
zbudowania cyfrowy zapis , wszystko, co dana osoba méwi, widzi
lub robi”. LifelLog nastepnie pobierze te nieustrukturyzowane
dane 1 uporzadkuje je w , dyskretne odcinki " lub migawki,
jednoczesnie ,mapujac relacje, wspomnienia, wydarzenia i
doswiadczenia”.
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Wedtug Gage’'a i zwolennikdéw programu LifelLog stworzytby trwaty
i1 przeszukiwalny elektroniczny dziennik catego zycia danej
osoby, ktéory wedtug DARPA mégiby zostad¢ wykorzystany do
stworzenia ,cyfrowych asystentéw” nowej generacji i zaoferowad
uzytkownikom ,niemal idealng pamie¢ cyfrowa”. " Gage upierat
sie , ze nawet po zakoAczeniu programu poszczegdlne osoby
miatyby ,petna kontrole nad wtasnymi dziataniami zwigzanymi z
gromadzeniem danych”, poniewaz mogtyby ,decydowaé¢, kiedy
wtgczyé¢, a kiedy wytgczy¢ czujniki i kto udostepni dane”. 0d
tego czasu analogiczne obietnice dotyczgce kontroli
uzytkownikéw sktadali giganci technologiczni z Doliny
Krzemowej, ale wielokrotnie *amali je dla zysku i w celu
zasilania rzadowego aparatu nadzoru wewnetrznego.

Informacje, ktéore LifelLog zbierat na podstawie kazdej
interakcji danej osoby z technologig, bytyby %*gczone z
informacjami uzyskanymi z nadajnika GPS, ktéry sledzit i
dokumentowat 1lokalizacje danej osoby, czujnikow
audiowizualnych rejestrujgcych to, co dana osoba widziata i
méwita, a takze biomedycznych monitordéw oceniajgcych zdrowie
danej osoby. Podobnie jak TIA, LifelLog byt promowany przez
DARPA jako potencjalnie wspierajgcy ,badania medyczne i
wczesne wykrywanie pojawiajgcej sie epidemii”.

Krytycy w mediach gt*déwnego nurtu i poza nim szybko zwrécili
uwage, ze program nieuchronnie zostanie wykorzystany do
budowania sylwetek dysydentéw, a takze podejrzanych o
terroryzm. W potaczeniu z wielopoziomowym monitorowaniem oséb
przez TIA, LifelLog poszedt dalej, ,dodajac informacje fizyczne
(takie jak to, jak sie czujemy) 1 dane medialne (takie jak to,
co czytamy) do danych transakcyjnych”. Jeden z krytykéw, Lee
Tien z Electronic Frontier Foundation, ostrzegt wéwczas , ze
programy realizowane przez DARPA, w tym LifelLog, ,maja
oczywiste i tatwe Sciezki do wdrozenia w ramach bezpieczenstwa
wewnetrznego”.

W tamtym czasie DARPA publicznie utrzymywata , ze [JJLifelLog 1
TIA nie sg ze sobg powigzane, pomimo ich oczywistych
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podobienstw, oraz ze LifeLog nie bedzie wykorzystywany do
»tajnego nadzoru”. Jednakze w dokumentacji DARPA dotyczacej
LifeLog odnotowano, ze w ramach projektu ,bedzie mozna

wywnioskowa¢ o rutynach, zwyczajach i relacjach
uzytkownika z innymi ludzZzmi, organizacjami, miejscami i
przedmiotami oraz wykorzysta¢ te wzorce, aby utatwié¢ mu
zadanie”, w ktdrym uznano jego potencjalne zastosowanie jako
narzedzia masowej inwigilacji.

Oprocz mozliwosci profilowania potencjalnych wrogéw panstwa,
LifeLog miat inny cel, prawdopodobnie wazniejszy dla panistwa
zapewniajgcego bezpieczenstwo narodowe i jego partnerdw
akademickich - ,humanizacje” i rozwdj sztucznej
inteligencji. Pod koniec 2002 roku, zaledwie kilka miesiecy
przed ogtoszeniem istnienia LifelLog, DARPA opublikowata
dokument strategiczny szczegdétowo opisujacy rozwdj sztucznej
inteligencji poprzez zasilanie jej ogromnym strumieniem danych
z roznych Zrédet.

Projekty nadzoru wojskowego po 11 wrzesnia — LifelLog i TIA to
tylko dwa z nich — zapewnity ilosci danych, ktdérych uzyskanie
wczesniej byto nie do pomys$lenia, a ktdre mogityby potencjalnie
stanowi¢ klucz do osiggniecia hipotetycznej ,osobliwosci
technologicznej”. Dokument DARPA z 2002 r. omawia nawet
wysitki DARPA majgce na celu stworzenie interfejsu mézg-
maszyna, ktéry przesytatby ludzkie mysli bezposSrednio do
maszyn w celu rozwoju sztucznej inteligencji poprzez ciggte
zalewanie jej Swiezo wydobytymi danymi.

Jeden z projektédw przedstawionych przez DARPA, Cognitive
Computing Initiative, miat na celu rozwdj zaawansowanej
sztucznej 1inteligencji poprzez stworzenie ,trwatego,
spersonalizowanego asystenta poznawczego”, nazwanego pézniej
Perceptive Asystent, ktéry sie uczy , (PAL). PAL od samego
poczatku byt powigzany =z LifelLog, ktdérego pierwotnym
zamierzeniem byto zapewnienie ,asystentowi” sztucznej
inteligencji przypominajgcego cztowieka zdolnosci podejmowania
decyzji 1 rozumienia poprzez przeksztatcanie mas
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nieustrukturyzowanych danych w format narracyjny.

Przysz1li gtowni badacze projektu LifeLog odzwierciedlaja takze
koAcowy cel programu, jakim jest stworzenie humanizowanej
sztucznej 1inteligencji. Na przyktad Howard Shrobe z
Laboratorium Sztucznej Inteligencji MIT i jego éwczesny zespét
mieli by¢ Scisle zaangazowani w LifelLog. Shrobe pracowat
wczesniej dla DARPA nad ,ewolucyjnym projektowaniem ztozonego
oprogramowania”, zanim zostat zastepcg dyrektora Laboratorium
AI na MIT i posSwiecit swojg ditugg kariere na budowaniu
»Sztucznej inteligencji w stylu kognitywnym”. W latach po
odwotaniu LifeLog ponownie pracowat dla DARPA, a takze przy
projektach badawczych zwigzanych ze sztuczng inteligencja
zwigzanych ze spoteczno$ciag wywiadowczg. Ponadto laboratorium
AI na MIT by*o Sscisle powigzane z korporacjag z lat 80. XX
wieku i wykonawcg DARPA o nazwie Thinking Machines , ktéra
zostata zatozona przez wielu luminarzy laboratorium i/lub
zatrudniata wielu luminarzy laboratorium, w tym Danny’ego
Hillisa, Marvina Minsky’'ego i Erica Landera, 1 starata sie
budowa¢ superkomputery AI zdolne do myslenia na poziomie
ludzkim. Pd6zniej okazato sie, ze wszystkie trzy osoby byty
bliskimi wspdtpracownikami i/lub sponsorowanymi przez
powigzanego z wywiadem pedofila Jeffreya Epsteina, ktéry
rowniez hojnie przekazat darowizny na rzecz MIT jako
instytucji oraz byt gtdéwnym fundatorem i oredownikiem badan
naukowych zwigzanych z transhumanizmem.

Wkrétce po zamknieciu programu LifeLog krytycy obawiali sie,
ze podobnie jak TIA bedzie on kontynuowany pod inng nazwg. Na
przyktad Lee Tien z Electronic Frontier
Foundation powiedziat VICE w momencie anulowania LifelLog: ,Nie
zdziwitbym sie, gdybym dowiedziat sie, ze rzad w dalszym ciagu
finansowat badania, ktdére popchnety te dziedzine do przodu,
nie nazywajgc go LifelLog”.

Wraz z krytykami jeden z potencjalnych badaczy pracujgcych nad
LifeLog, David Karger z MIT, réwniez byt pewien, ze projekt
DARPA bedzie kontynuowany w nowej formie. Powiedziat* Wired ,



https://people.csail.mit.edu/hes/
https://www.csail.mit.edu/person/howard-shrobe
https://www.technologyreview.com/2006/11/01/227633/thinking-machines/
https://www.thelastamericanvagabond.com/bidens-nominee-lead-new-cabinet-level-science-position-epstein-linked-geneticist/
https://www.vice.com/en/article/vbqdb8/15-years-ago-the-military-tried-to-record-whole-human-lives-it-ended-badly
https://www.vice.com/en/article/vbqdb8/15-years-ago-the-military-tried-to-record-whole-human-lives-it-ended-badly
https://www.wired.com/2004/02/pentagon-kills-lifelog-project/
https://www.wired.com/2004/02/pentagon-kills-lifelog-project/

ze ,Jestem pewien, ze takie badania bedg nadal finansowane z
innego tytutu. . . Nie moge sobie wyobrazic¢, ze DARPA
sporzuci” tak kluczowy obszar badawczy”.

Wydaje sie, ze odpowiedZ na te spekulacje nalezy do firmy,
ktéra uruchomita ustuge doktadnie tego samego dnia, w ktorym
Pentagon zamkngt LifelLog: Facebooka.

Swiadomo$¢ informacyjna Thiela

Po znacznych kontrowersjach i krytyce pod koniec 2003 roku TIA
zostata zamknieta i pozbawiona finansowania przez Kongres,
zaledwie kilka miesiecy po jej uruchomieniu. Dopiero poézniej
ujawniono, ze TIA tak naprawde nigdy nie zostata zamknieta ,
a jej rbézne programy zostaty potajemnie podzielone pomiedzy
sie¢ agencji wojskowych i wywiadowczych tworzgcych
amerykanskie panstwo zapewniajace bezpieczenstwo
narodowe. (Czes¢ z nich zostat*a sprywatyzowana.

W tym samym miesigcu, w ktérym TIA zostata zmuszona do zmiany
nazwy w zwigzku z rosngcymi sprzeciwami, Peter Thiel zatozyt
firme Palantir, ktdéra, nawiasem mowigc, opracowywata
podstawowe oprogramowanie panopticon, ktdrego TIA miata
nadzieje uzywac¢. Wkrétce po zatozeniu Palantir w 2003 r.
Richard Perle, notoryczny neokonserwatysta z administracji
Reagana i Busha oraz architekt wojny w Iraku, zadzwonit do
Poindextera z TIA i powiedziat, ze chce przedstawic¢ go
Thielowi i jego wspdtpracownikowi Alexowi Karpowi, obecnie
dyrektorowi generalnemu Palantir. Wedtug raportu magazynu New
York Poindexter , byt doktadnie ta osoba”, z ktdérg Thiel i Karp
chcieli sie spotkac, gtéwnie dlatego, ze ,ich nowa firma miata
podobne ambicje do tego, co Poindexter prébowat stworzyc¢ w
Pentagonie ” , czyli TIA . Podczas tego spotkania Thiel i Karp
starali sie ,wybra¢ mézg cztowieka obecnie powszechnie
postrzeganego jako ojciec chrzestny wspétczesnej inwigilacji”.
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Peter Thiel przemawia na Swiatowym Forum Ekonomicznym w 2013
r., Zrédto: Mirko Ries Dzieki uprzejmo$ci Swiatowego Forum
Ekonomicznego

Wkrotce po zatozeniu Palantira, cho¢ doktadny termin i
szczegb6ty inwestycji pozostajag ukryte przed opinig publiczna,
In-Q-Tel z CIA stat sie, obok samego Thiela, pierwszym
sponsorem firmy, przekazujac jej szacunkowg kwote 2 miliondw
dolardéw. Informacje o udziatach In-Q-Tel w Palantir zostang
podane do wiadomosci publicznej dopiero w potowie 2006 roku .

Pienigdze 1z pewno$cig sie przydaty. Ponadto Alex
Karp powiedziat New York Times w pazdzierniku 2020 r.:
.prawdziwg wartoscig inwestycji In-Q-Tel by*o to, ze zapewnita
ona Palantirowi dostep do analitykdéw CIA, ktérzy byli jego
zamierzonymi klientami”. Kluczowag postacig w inwestycjach In-
Q-Tel w tym okresie, w tym w inwestycji w Palantir, by*%
dyrektor ds. informacji CIA, Alan Wade, ktdéry byt gtownym
przedstawicielem spotecznosci wywiadowczej w zakresie Totalnej
Swiadomoéci Informacyjnej. Wade byt wczesniej

wspbétzatozycielem firmy Chiliad, dostawcy oprogramowania
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Homeland Security po 11 wrze$nia, wraz z Christine Maxwell,
siostrg Ghislaine Maxwell i cO6rka dziatacza Iran-Contras,
agenta wywiadu i barona medialnego Roberta Maxwella.

Po inwestycji In-Q-Tel CIA byta jedynym klientem Palantira az
do 2008 roku. W tym okresie dwaj czotowi inzynierowie
Palantira — Aki Jain i Stephen Cohen — podrézowali co dwa
tygodnie do siedziby CIA w Langley w Wirginii . Jain pamieta,
ze [JOw latach 2005-2009 odbyt* co najmniej dwieScie podrézy do
siedziby CIA. Podczas tych regularnych wizyt analitycy CIA
,testowali [oprogramowanie Palantira] i przekazywali opinie, a
nastepnie Cohen i Jain wracali do Kalifornii, aby je
ulepszyc¢”. Podobnie jak w przypadku decyzji In-Q-Tel o
inwestycji w Palantir, gtdéwny specjalista ds. informacji CIA
pozostat w tym czasie jednym z architektéw TIA. Alan Wade
odegrat kluczowg role w wielu z tych spotkanh, a nastepnie w
yudoskonalaniu” produktéw Palantir.

Obecnie produkty Palantir sg wykorzystywane do masowe]
inwigilacji, predykcyjnych dziatan policyjnych i innych
niepokojacych polityk amerykanskiego panstwa zapewniajgcego
bezpieczenstwo narodowe. Wymownym przyktadem jest znaczne
zaangazowanie Palantir w nowy program nadzoru nad $ciekami
prowadzony przez stuzbe zdrowia i opieke spoteczng, ktory po
cichu rozprzestrzenia sie w catych Stanach Zjednoczonych. Jak
zauwazono w poprzednim raporcie Unlimited Hangout , system ten
jest wskrzeszeniem programu TIA 0 nazwie
Biosurveillance. Przesyta wszystkie swoje dane do zarzadzanej
przez Palantir i tajnej platformy danych HHS Protect. Decyzja
o przeksztatceniu kontrowersyjnych programéw prowadzonych
przez DARPA w prywatne przedsiewziecia nie ograniczata sie
jednak do Palantira Thiela.

Powstanie Facebooka

Zamkniecie TIA w DARPA miato wptyw na kilka powigzanych
programéw, ktére rdéwniez zostaty zlikwidowane w wyniku
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publicznego oburzenia wywotanego programami DARPA po 11
wrzesnia. Jednym z takich programéw byt LifelLog. Gdy wies$c o
programie rozeszta sie po mediach, wielu z tych samych
gtosnych krytykow, ktérzy zaatakowali TIA, =z podobna
gorliwoscig zaatakowato LifelLog, a Steven Aftergood =z
Federacji Amerykanskich Naukowcéw powiedziat woéwczas Wired ,
ze ,LifeLog ma potencjat, aby sta¢ sie czyms jak ,TIA w
kostkach”. Postrzeganie LifelLog jako czegos, co mogtoby okazacd
sie jeszcze gorsze niz niedawno odwotany TIA, miato wyrazny
wptyw na DARPA, ktdéra wtasnie anulowata zardéwno TIA, jak i
inny powigzany program po znacznych protestach opinii
publicznej i prasy.

Burza krytyki programu LifeLog zaskoczyta jego menadzera
programu, Douga Gage’a, a Gage w dalszym ciggu zapewniat, ze
krytycy programu ,catkowicie btednie scharakteryzowali” cele i
ambicje projektu. Pomimo protestéw Gage’a oraz potencjalnych
badaczy i innych zwolennikéw Lifelog, projekt
zostat publicznie porzucony 4 lutego 2004 r. DARPA nigdy nie
wyjasnita swojego cichego ruchu w celu zamkniecia Lifelog, a
rzecznik stwierdzit* jedynie, ze byto to powigzane z , zmiana
priorytetéw” dla agencji. W zwigzku z decyzjag dyrektora DARPA
Tony’ego Tethera o =zabiciu LifelLog, Gage powiedziat

p6zniej VICE : ,Mysle, ze TIA tak go poparzyta, ze [[nie
chciat mie¢ do czynienia z dalszymi kontrowersjami z
LifeLog. Smieré LifeLog byta szkoda uboczng zwigzanag ze
smiercig TIA.

Szczes$liwie dla zwolennikdéw celdw i ambicji LifelLog, firma,
ktéra okazata sie jej odpowiednikiem z sektora prywatnego,
narodzita sie tego samego dnia, w ktdrym ogtoszono zakonczenie
dziatalnosci LifelLog. 4 lutego 2004 r. Facebook, bedacy
obecnie najwieksza siecig spotecznosSciowg na
Swiecie, uruchomit swojg witryne internetowg i szybko wspiat
sie na szczyty medidw spotecznosciowych, pozostawiajac inne
owczesne firmy zajmujace sie mediami spotecznos$ciowymi w tyle.
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Sean Parker z Founders Fund przemawia podczas konferencji
LeWeb w 2011 r., Zrédto: @Kmeron dla LeWebll @ Les Docks de
Paris

Kilka miesiecy po uruchomieniu Facebooka, w czerwcu 2004 roku,
wspbtzatozyciele Facebooka Mark Zuckerberg i Dustin Moskovitz
wprowadzili Seana Parkera do zespotu wykonawczego
Facebooka. Parker, wczesniej znany ze wspétzatozyciela
Napstera, pdZzniej potgczyt Facebooka z pierwszym inwestorem
zewnetrznym, Peterem Thielem. Jak wspomniano, Thiel w tym
czasie, w porozumieniu z CIA, aktywnie prébowat wskrzesid
kontrowersyjne programy DARPA, ktdére zostaty zlikwidowane w
poprzednim roku. Warto zauwazy¢, ze Sean Parker, ktory zostat
pierwszym prezydentem Facebooka, miat takze historie zwigzanag
z CIA, ktéra zwerbowata go w wieku szesnastu lat, wkrdtce po
tym, jak FBI przytapato go za wtamywanie sie do korporacyjnych
i wojskowych baz danych. Dzieki Parkerowi we wrzesniu 2004 r.
Thiel formalnie nabyt* akcje Facebooka o wartosci 500 000
dolardéw i zostat wtaczony do jego zarzadu. Parker utrzymywat
bliskie kontakty z Facebookiem i Thielem, a w 2006 roku
Parker zostat zatrudniony jako partner zarzadzajacy Thiel'’s
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Founders Fund.

Thiel i wsp6tzatozyciel Facebooka, Mosokvitz, zaangazowali sie
poza siecig spoteczno$ciowg dtugo po tym, jak Facebook zyskat
na znaczeniu, a fundusz =zatozycielski Thiela stat
sie znaczgcym inwestorem w firmie Moskovitz Asana w 2012 r.
Dtugotrwata symbiotyczna relacja Thiela ze wspdtzatozycielami
Facebooka rozcigga sie na jego firme Palantir, jak wynika z
danych informacje, ktéore uzytkownicy Facebooka
upubliczniajg, niezmiennie trafiajg do baz danych Palantir 1
pomagajg w napedzaniu silnika monitorujacego, ktéory Palantir
obstuguje garstke amerykanskich departamentéw policji, wojska
i stuzb wywiadowczych. W przypadku skandalu zwigzanego z
danymi Facebooka i Cambridge Analytica Palantir byt réwniez
zaangazowany w wykorzystywanie danych z Facebooka na potrzeby
kampanii prezydenckiej Donalda Trumpa w 2016 r.

Dzis, jak wykazaty niedawne aresztowania, takie jak
aresztowanie Daniela Bakera, dane z Facebooka maja poméc w
nadchodzgcej ,wojnie z terroryzmem krajowym”, biorgc pod
uwage, ze 1informacje wudostepniane na platformie sga
wykorzystywane do ,przed popetnieniem przestepstwa”
przechwytywania obywateli USA na szczeblu krajowym . W Swietle
tego warto zatrzyma¢ sie nad faktem, ze wysitki Thiela majace
na celu wskrzeszenie gtdéwnych aspektéw TIA jako jego wkasnej
prywatnej firmy zbiegty sie w czasie z tym, ze statl sie
pierwszym inwestorem zewnetrznym w czym$, co zasadniczo by%o
analogig do innego programu DARPA, gteboko powigzanego z TIA.

Facebook, front

Ze wzgledu na zbieg okolicznosci, ze Facebook uruchomit sie
tego samego dnia, w ktérym zamknieto LifelLog, pojawity sie
ostatnio spekulacje, ze Zuckerberg rozpoczat 1 uruchomit
projekt wspdlnie z Moskovitzem, Saverinem i innymi w drodze
zakulisowej koordynacji z DARPA 1lub innym organem. panstwa
bezpieczenstwa narodowego. Chociaz nie ma bezposrednich
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dowodéw potwierdzajgcych to doktadne twierdzenie, wczesne
zaangazowanie Parkera i Thiela w projekt, szczegdélnie biorac
pod uwage czas innych dziatan Thiela, ujawnia, ze [J[Qw rozwdj
Facebooka zaangazowane bytlo panstwo zapewniajgce
bezpieczenstwo narodowe. Dyskusyjne jest, czy Facebook od
samego poczatku miat by¢ analogiem LifelLog, czy tez stat sie
projektem medidéw spotecznosciowych, Kktory speiniat te
wymagania po jego uruchomieniu. To drugie wydaje sie bardziej
prawdopodobne, zwtaszcza biorgc pod uwage, ze Thiel
zainwestowatl takze w 1inng wczesng platforme medidw
spotecznosciowych, Friendster

Waznym punktem *gczgcym Facebooka i LifeLog jest pézniejsza
identyfikacja Facebooka z LifelLog przez samego architekta
DARPA tego ostatniego. W 2015 roku Gage powiedziat VICE , ze
,Facebook jest obecnie prawdziwg twarzg pseudo-
LifeLog”. Wymownie dodat: ,SkonAczy*o sie na udostepnianiu tego
samego rodzaju szczegétowych danych osobowych reklamodawcom i
brokerom danych, nie wywotujagc przy tym takiego sprzeciwu,
jaki wywotat Lifelog”.

Uzytkownicy Facebooka i innych duzych platform medidw
spotecznos$ciowych byli dotychczas zadowoleni, umozliwiajagc tym
platformom sprzedaz ich prywatnych danych, o ile dziatajg one
publicznie jako przedsiebiorstwa prywatne. Reakcja pojawita
sie naprawde dopiero wtedy, gdy takie dziatania zostaty
publicznie powigzane z rzagdem USA, a zwtaszcza z armig
amerykanska, mimo ze Facebook i inni giganci technologiczni
rutynowo udostepniajg dane swoich uzytkownikéow panstwu
zapewniajgcemu bezpieczenstwo narodowe. W praktyce réznica
pomiedzy podmiotami publicznymi i prywatnymi jest niewielka.

Edward Snowden, sygnalista NSA, w szczegdélnoSci ostrzegt w
2019 r., ze Facebook jest tak samo niegodny zaufania jak
wywiad USA, stwierdzajgc, ze ,wewnetrznym celem Facebooka,
niezaleznie od tego, czy podaje to publicznie, czy nie, jest
gromadzenie doskonatych zapisdéw zycia prywatnego w maksymalnym
stopniu mozliwosSci, a nastepnie wykorzysta¢ je do wzbogacenia
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wtasnego przedsiebiorstwa. I cholera, konsekwencje.

Snowden stwierdzit réwniez w tym samym wywiadzie, ze ,im
wiecej Google o Tobie wie, im wiecej wie o Tobie Facebook, tym
wiecej moze. . . tworzy¢ trwate zapisy zycia prywatnego, tym
wiekszy wptyw i wtadze maja na nas.” To podkresla, jak zaréwno
Facebook, jak 1 powigzane z wywiadem Google osiggnety wiele z
tego, co zamierzat LifelLog, ale na znacznie wiekszg skale, niz
pierwotnie przewidywata DARPA.

Rzeczywistos¢ jest taka, ze [J[Jwiekszo$¢ dzisiejszych duzych
firm z Doliny Krzemowej jest od samego poczagtku Scisle
powigzana z amerykanskim establishmentem zapewniajgcym
bezpieczenstwo narodowe. Godnymi uwagi przyktadami, poza
Facebookiem i Palantirem, sg Google i Oracle . Dzis$ firmy te
bardziej otwarcie wspétpracujg z agencjami wywiadu wojskowego,
ktore kierowaty ich rozwojem i/lub zapewniaty finansowanie na
wczesnym etapie, poniewaz sg wykorzystywane do dostarczania
danych niezbednych do napedzania nowo ogtoszonej wojny z
terroryzmem krajowym i towarzyszacymi mu algorytmami.

To nie przypadek, ze kto$ taki jak Peter Thiel, ktéry zbudowat
Palantir wraz z CIA i pomdgt zapewni¢ rozwdj Facebooka, jest
réwniez mocno zaangazowany w oparte na Big Data ,predykcyjne
dziatania policyjne” oparte na sztucznej inteligencji 1
podejsciu do inwigilacji i egzekwowania prawa, zardéwno za
posrednictwem Palantira, jak i jego inne inwestycje . TIA,
LifeLog oraz powigzane programy i instytucje rzgdowe 1
prywatne uruchomione po 11 wrze$nia zawsze miaty na
celu wykorzystanie przeciwko amerykanskiemu spoteczenstwu w
wojnie przeciwko sprzeciwowi. Zostato to zauwazone przez ich
krytykéw w latach 2003-2004 oraz ©przez tych,
ktérzy badali pochodzenie zwrotu ,bezpieczenstwa wewnetrznego”
w USA 1 jego powligzanie z przesziymi programami
,antyterrorystycznymi” CIA w Wietnamie i Ameryce tacinskiej.

Ostatecznie iluzja, ze [J[JFacebook 1 powigzane z nim firmy sg
niezalezne od amerykanskiego panhAstwa zapewniajgcego
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bezpieczenstwo narodowe, uniemozliwita rozpoznanie
rzeczywistosci platform medidow spotecznosciowych i ich od
dawna planowanych, ale ukrytych zastosowan, ktéore — jak
zaczynamy — zaczynajg wychodzi¢ na jaw po wydarzeniach z 6
stycznia. Teraz, gdy miliardy ludzi jest zmuszonych do
korzystania z Facebooka i medidw spoteczno$Sciowych w
codziennym zyciu, pojawia sie pytanie: czy gdyby dzis ta
iluzja zostata bezpowrotnie rozwiana, zrobitoby to réznice dla
uzytkownikédw Facebooka? A moze spoteczenstwo tak przyzwyczaito
sie do oddawania swoich prywatnych danych w zamian za
napedzane dopaming petle walidacji spotecznej, ze nie ma juz
znaczenia, kto ostatecznie bedzie przechowywat te dane?

,NYT” pozwat OpenAl 1
Microsoft za uzywanie
artykutow do trenowania
sztucznej inteligencji

Dziennik ,New York Times” poinformowat w Srode, ze ztozyt
pozew przeciwko firmom OpenAI 1 Microsoft zarzucajacy im
bezprawne wykorzystanie artykutdédw gazety do szkolenia swoich
chatbotéw ChatGPT i Bing. Wedtug dziennika, firmy wykorzystaty
miliony tekstdéw, naruszajgc prawa autorskie, tworzac na ich
podstawie ustuge, ktora konkuruje z gazeta. ,NYT” domaga sie
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miliardéw dolardéw odszkodowania.

Jak napisali prawnicy dziennika w pozwie ztozonym w sgdzie
federalnym Dystryktu Potudniowego Nowego Jorku, ChatGPT
i Bing — oba oparte na duzym modelu jezykowym (LLM) GPT-4
stworzonym przez OpenAl - zostaty ,zbudowane poprzez
kopiowanie i wykorzystywanie miliondéw artykuitdéw ‘Timesa’
objetych prawami autorskimi”.

,Podczas gdy pozwani byli zaangazowani w kopiowanie na szeroka
skale z wielu Zrédet, dali tresciom ‘Timesa’ szczegdlng wage
podczas budowy LLM, ujawniajgc preferencje, ktdéra dostrzega
wartos¢ tych dziet” — twierdzi gazeta w pozwie. Cho¢ ,NYT”
nie postawit* konkretnej kwoty zagdanego odszkodowania,
zaznaczono, ze ubiega sie o ,miliardy” zadoscuczynienia,
argumentujgc, ze stworzone przez OpenAI i Microsoft chatboty
stanowig dla gazety konkurencje jako Zzrdédto informacji.
Podkreslono, ze kiedy ich uzytkownik zapyta ChatGPT lub Binga
o jakies wydarzenie, w odpowiedzi dostaje czesto tres¢ oparta
na artykutach ,NYT”.

Firmy nie udzielity dotgd komentarza.

Nowojorska gazeta jest pierwszym amerykanskim medium, ktore
pozwato czotowe firmy tworzgce sztuczng inteligencje w ten
sposob, cho¢ wczes$niej podobne pozwy ztozyli m.in. pisarze
John Grisham i Jonathan Franzen, a takze agencja fotograficzna
Getty. Ich dzieta réwniez byty wykorzystywane przez OpenAlI,
Mete 1 Stability AI do budowy wtasnych modeli AI.

Jak pisze ,NYT"”, do ztozenia pozwu dochodzi po fiasku
negocjacji miedzy gazeta i koncernami na temat ,polubownego
rozwigzania” sporu dotyczgcego potencjalnego porozumienia
handlowego lub wytyczenia zasad uzytkowania tekstdw gazety.
W grudniu porozumienie z OpenAI zawart koncern Axel Springer,
do ktdrego nalezg m.in. portale Politico i Business Insider
(a takze polski Onet) oraz gazety ,Bild” i ,Die Welt”. Wedle
umowy, ChatGPT moze wykorzystywaé tresci z mediéw koncernu
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(takze tych za ptatnym paywallem) do szkolenia modelu, a takze
w odpowiedziach na pytania, jednoczesnie podajgc linki
do artykutdéw. W zamian OpenAI ma wspomdéc wtasne
przedsiewziecia Axela Springera w dziedzinie sztucznej
inteligencji.
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