Branza technologiczna
opracowuje technologie AI
czytajaca w myslach, ktdra
jest W stanie mierzyd
lojalnos¢ obywateli wobec
rzadu

Chinscy naukowcy twierdzg, ze opracowali nowa technologie
sztucznej inteligencji (AI) zdolng do ,czytania w myslach”.

The Sunday Times (Wielka Brytania) po raz pierwszy doniést o
dziwnej i niepokojacej technologii, ktdéra rzekomo zostanie
wykorzystana do pomiaru lojalnosci obywateli wobec
Komunistycznej Partii Chin.

Podobnie jak wiele innych technologii Orwellowskich, ta
technologia AI kontroli umystu prawdopodobnie przejdzie test w
komunistycznych Chinach, by ostatecznie zosta¢ udostepniona
reszcie Swiata.

Usuniete wideo i powigzany artykut z Chinskiego Kompleksowego
Narodowego Centrum Nauki w Hefei wyjasniajg, ze technologia AI
moze analizowac¢ mimike twarzy i fale mdézgowe ludzi narazonych
na ,mys$li i politycznag edukacje” KPCh, znang roéwniez
jako propaganda.

Jak wyjasnili naukowcy, wyniki mozna nastepnie wykorzystaé do
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,dalszego wzmocnienia ich pewnosci siebie i determinacji, aby
by¢ wdziecznym partii, stuchad¢ partii i podgza¢ za partig”.

Business Insider poinformowa*, ze wideo i artykut* wyjasniajace
to wszystko zostaty usuniete z Internetu po publicznym
oburzeniu chinskich obywateli, ktdérzy juz teraz zmagajg sie z
tyranig oceny kredytow spotecznych i cenzurg internetowg.

Stany Zjednoczone usankcjonowaty
kilka chinskich firm w 2021 r. za
opracowanie »rzekomej broni
kontrolujacej mézg”

W artykule, ktdéry napisat dla Forbesa, ekspert od sztucznej
inteligencji 1 wuczenia maszynowego, dr Lance B. Eliot,
zasugerowal, ze bez znajomosci specyfiki technologii nie mozna
stwierdzié, czy naprawde dziata tak, jak sie twierdzi.

»Z pewnos$cig nie jest to pierwszy raz, kiedy w badaniach
naukowych wykorzystano funkcje skanowania fal mdézgowych na
ludziach” — powiedziat.

»Majgc to na uwadze, wykorzystywanie ich do mierzenia
lojalnosci wobec KPCh nie jest czym$, na czym mozna by sie
skoncentrowaé¢. Kiedy taka sztuczna inteligencja jest
wykorzystywana do kontroli rzadowej, przekraczana jest
czerwona linia”.

Komunistyczne Chiny by*y jednak w przesztosci usankcjonowane
przez Departament Handlu USA za préby stworzenia podobnych
technologii, w tym systemu biotechnologicznego opisanego jako
»rzekoma bron kontrolujgca mézg”.

KPCh juz wykorzystuje sztuczng inteligencje i systemy
rozpoznawania twarzy do Sledzenia i kontrolowania ujgurskich
muzuimandw przetrzymywanych w obozach koncentracyjnych w
catych Chinach. Az trzy miliony Ujguréw jest przetrzymywanych
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w niewoli, wielu z nich jest torturowanych przy uzyciu
systeméw sztucznej inteligencji.

»Naukowe dazenie do biotechnologii 1 innowacji medycznych moze
uratowaé¢ zycie” — powiedziata sekretarz handlu USA Gina M.
Raimondo w komunikacie prasowym po sankcjach natozonych na
chinskie firmy AI w 2021 roku.

oNiestety [Chinska Republika Ludowa] decyduje sie na
wykorzystanie tych technologii do kontrolowania swoich
obywateli i represjonowania cztonkdéw mniejszosci etnicznych i
religijnych”.

Jesli Chiny 0siagnag swoje cele, powstanie
potencjalnie sSwiatowa ,tokracja AI” , pograzajgca miliardy
ludzi w technokratycznej tyranii.

Wedtug analitykdéw, Chiny wielokrotnie wskazywaty, ze chca
wykorzystywa¢ sztuczng inteligencje, duze zbiory danych,
uczenie maszynowe i inne zaawansowane technologie, aby ,dostad
sie do mézgéw i umystdédw swoich obywateli”. VOA News nazywa
plan Chin ,drakoriskg dyktaturg cyfrowg”.

~Wykorzystata najnowoczesniejsza technologie, aby wzmocnid
swoje panstwo partyjne”, méwi Hung Ching-fu, profesor nauk
politycznych na National Cheng Kung University na Tajwanie, o
najnowszym przedsiewzieciu KPCh w zakresie sztucznej
inteligencji.

»Chiny przeszty z wczesnego rozpoznawania twarzy na programy
AI, ktdére prébujg dosta¢ sie do moézgéw i umystéw (bardziej)
niz na pierwszy rzut oka. Przyjecie przez Chiny zaawansowanej
sztucznej inteligencji wzmocni catkowitg kontrole”.

Innymi s*owy, panstwo policyjne napedzane sztuczng
inteligencjg jest w programie komunistycznych Chin, jak
rowniez kazdego innego kraju, ktdéry adoptuje lub jest zmuszony
do przyjecia tych metod.
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Juz teraz kraje, ktore sktaniajg sie ku autokracji, a nie
demokracji, importujg technologie sztucznej inteligencji do
rozpoznawania twarzy z Chin. Wydaje sie, ze ros$nie rynek dla
tych orwellowskich systeméw w krajach, ktdére stajag sie lub juz
sg hapedzane przez totalitaryzm.
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NaturalNews.com
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Kalifornia zakazuje
stosowania technologii
rozpoznawanla twarzy W
nagraniach Z kamer
policjantow

Kalifornia moze mie¢ wiele wagtpliwych praw, ale jest takie,
ktére zastuguje na aplauz. Zabrania stosowania technologii
rozpoznawania twarzy w nagraniach wykonanych przez kamery
funkcjonariuszy policji.
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Rozpoznawanie twarzy to technologia, ktdora polega na
dopasowywaniu w czasie rzeczywistym obrazu osoby do jej
poprzedniego zdjecia. Opiera sie na fakcie, ze twarz kazdej
osoby ma okot*o 80 unikalnych punktéw weztowych w obszarach
nosa, ust, policzkéw i oczu, ktdére mozna wykorzystac do
odréznienia ludzi od siebie.

Cyfrowa kamera wideo stuzy do pomiaru odlegtosci miedzy tymi
punktami na twarzy osoby. Obejmuje miedzy innymi pomiary
gtebokosci oczodotéw, odlegtosci miedzy oczami, ksztattem
linii zuchwy i szerokosci nosa. Informacje te stuzag do
tworzenia unikalnego kodu numerycznego, ktdory mozna dopasowacd
do kodu pobranego z poprzedniego zdjecia.

W marcu Waszyngton stat sie pierwszym stanem w kraju, ktoéry
zalegalizowat uzywanie rozpoznawania twarzy przez organy
§cigania i inne agencje stanowe. Oprogramowanie by%o juz
uzywane na poziomie hrabstwa i miasta przed wprowadzeniem tam
nowego prawa. Jednak rozpoznawanie twarzy moze by uzywane
tylko w niektdérych przypadkach, takich jak poszukiwanie
zaginionych oséb 1lub identyfikacja zwtok. Agencje beda
zobowigzane do ztozenia zawiadomienia o zamiarze uzycia
systemu zanim go uzyja, a takze raportu dotyczacego
odpowiedzialnos$ci.

Jes$li chodzi o ruch Waszyngtonu, American Civil Liberties
Union stwierdzita, ze [JJzamiast zabezpieczy¢ wykorzystanie
rozpoznawania twarzy, grozi legitymizacjag jego
rozszerzenia. Kierownik projektu ACLU Jennifer Lee
powiedziata, ze [Jprawo zawiera jezyk, ktdéry pozwala agencjom
na uzywanie rozpoznawania twarzy do odmawiania ludziom
podstawowych potrzeb i innych niezbednych rzeczy, takich jak
mieszkanie, jedzenie, woda i opieka zdrowotna.

Zwolennicy prywatnosci chwala ustawe CA.

Zwolennicy prywatnosci wyrazili ulge, ze ustawa kalifornijska
zostata podpisana przez gubernatora Gavina Newsoma. Dotyczy to
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nie tylko rozpoznawania twarzy, ale takze ogdélnie nadzoru
biometrycznego, takiego jak analiza chodu z wykorzystaniem
materiatu filmowego, ktdry mozna zebra¢ z materiatu wideo z
kamery policyjnej.

W projekcie ustawy stwierdza sie: ,Korzystanie z rozpoznawania
twarzy i innego nadzoru biometrycznego jest funkcjonalnym
odpowiednikiem wymagania od kazdej osoby, aby zawsze okazywata
dowdd tozsamos$ci ze zdjeciem, co stanowi naruszenie uznanych
praw konstytucyjnych. Ta technologia umozliwia rowniez
$ledzenie os6b bez pozwolenia”.

Posuniecie to nastgpito nied*ugo po tym, jak ACLU
przeprowadzito badanie rozpoznawania twarzy, ktdére wykazato,
ze program Amazon btednie zidentyfikowat ponad dwa tuziny
kalifornijskich prawodawcéw jako przestepcéw.

Podobny zakaz zostat wprowadzony kilka miesiecy wczesSniej
przez San Francisco w zwigzku z wykorzystywaniem przez rzad
funkcji rozpoznawania twarzy do nadzoru, kilka innych
amerykanskich miast zrobito to samo.

Chiny maja przeciwny poglad na technologie rozpoznawania
twarzy, w peini jg wykorzystujac do $ledzenia swoich
obywateli. Stuzy roéwniez do tworzenia wynikéw spotecznych,
ktéore daja tym, ktdérzy sa postuszni KPCh, pewne korzysci w ich
codziennym zyciu i ograniczajg ruch i wolnosci tych, ktorych
wyniki sg nizsze.

Niestety nowe prawo Kalifornii dotyczy tylko korzystania z tej
technologii przez organy $cigania, a nie sektor
prywatny. Niemniej jednak jest to krok we wtasciwym kierunku,
o wiele wiecej, niz mozemy powiedzie¢ o wielu innych prawach
pochodzgcych z Kalifornii .
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