Droga do cyfrowych mandatéw
identyfikacyjnych: Jak
regulacja medidw
spotecznosciowych moze
zmienic¢ prywatnos¢ online

W szybko zmieniajgcym sie krajobrazie cyfrowym, dazenie do
zaostrzenia przepisdw dotyczgcych medidw spotecznosSciowych
zyskuje na popularnosci w catych Stanach Zjednoczonych.
Connecticut, Nebraska i Utah znajdujg sie w czotdwce tego
ruchu, z proponowanymi przepisami, ktdére maja na celu
ograniczenie wptywu medidéw spoteczno$ciowych na nieletnich.
Chociaz Srodki te sg okreslane jako niezbedne kroki w celu
ochrony dzieci, stanowig one réwniez znaczgcg zmiane w
kierunku obowigzkowych cyfrowych systeméw identyfikacji.
Zmiana ta moze mie¢ daleko idace konsekwencje dla prywatnosci
w Internecie i wolno$ci osobistej, rodzgc krytyczne pytania o
przysztos¢ Internetu.

Connecticut: Ukierunkowanie
algorytmow 1 naktadanie ograniczen
czasowych

Connecticut’s House Bill 6857, zatytutowany ,An Act Concerning
the Attorney General’s Recommendations Regarding Social Media
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and Minors”, jest jednym z najbardziej ambitnych projektoéw
regulacji tresci w mediach spotecznosciowych dla mtodych
uzytkownikéw. Prokurator generalny William Tong, gtos$ny
zwolennik wustawy, argumentuje, ze platformy medidw
spotecznosciowych celowo wykorzystuja algorytmy uczenia
maszynowego, aby wutrzymal zaangazowanie uzytkownikdw,
zwtaszcza dzieci. ,Algorytmy te analizujg =zachowanie
uzytkownikéw, aby dostarcza¢ im coraz bardziej atrakcyjne
tresci, co moim zdaniem jest szczegdlnie szkodliwe dla dzieci”
— twierdzi Tong.

Jesli ustawa HB6857 zostanie przyjeta, natozy ona kilka
rygorystycznych srodkéw:

Rekomendacje algorytmiczne: Zakaz rekomendacji tres$ci opartych
na algorytmach dla nieletnich, chyba ze rodzic wyraZnie wyrazi
na to zgode.

Ograniczenia czasowe: Zablokowanie dostepu do medidw
spotecznos$ciowych dla dzieci miedzy podétnocg a 6 rano i
natozenie dziennego limitu uzytkowania wynoszgcego jedna
godzine.

Zgoda rodzicéw: Wymaganie od rodzicéw podjecia aktywnej
decyzji dotyczagcej dostepu ich dziecka do algorytméw,
upewniajgc sie, ze wigze sie to z czyms wiecej niz zwyktg
zgodg na klikniecie.

Tong podkresla znaczenie zaangazowania rodzicéw: ,Jesli
pojedynczy rodzic zdecyduje, ze chce, aby jego dziecko mia%o
dostep do algorytmdéw, ze moze sobie z tym poradzié¢, moze to
zrobi¢, ale musi podjg¢ taka decyzje”.

Pomimo tych intencji, ustawa uznaje réwniez wyzwania zwigzane
ze skuteczng weryfikacjg wieku. Tong odrzuca poglad, ze
gigantom medidw spotecznosSciowych brakuje zasobdéw, aby wdrozy¢
solidne $rodki weryfikacji wieku: ,To do tych firm, ktére
kazdego roku zarabiajg biliony dolardéw na nas wszystkich,
nalezy wymy$Slenie, jak skutecznie blokowa¢ wiek, weryfikowad
wiek mtodych ludzi i weryfikowal zgode rodzicéw. Wiemy, ze
samo umieszczenie strony z napisem ,Masz 18 lat czy nie?” 1



klikniecie , Tak” lub ,Nie” nie wystarczy. To nie wystarczy”.

Nebraska: Rozszerzenie wymagan
dotyczacych cyfrowego dokumentu
tozsamosci

Nebraska LB383, ustawa o prawach rodzicielskich w mediach
spotecznosciowych, przyjmuje podobne, ale odmienne podejscie.
Ustawa naktada na firmy zajmujgce sie mediami
spotecznosciowymi obowigzek wdrozenia ,rozsadnej weryfikacji
wieku” w celu zablokowania nieletnim dostepu do platform bez
zgody rodzicdéw. Wedtug Unicameral Update, akceptowalne metody
weryfikacji obejmujg cyfrowe identyfikatory i zewnetrzne
ustugi uwierzytelniania wieku. Podmioty te bytyby zobowigzane
do usuniecia danych osobowych po weryfikacji, ale ustawa nadal
budzi obawy co do ilosci danych osobowych, ktére uzytkownicy
muszg podac.

Prokurator generalny Mike Hilgers postrzega zaangazowanie w
mediach spotecznosciowych jako skalkulowany model biznesowy:
»TO nie sg przypadkowe algorytmy, ktére przypadkowo
przyciggajg dzieci. Sa one zaprojektowane, poniewaz jednymi z
najbardziej lukratywnych klientdéw, jakich mozna znalez¢ w tym
obszarze, sg dzieci”. Pomimo zapewnien o usuwaniu danych,
krytycy ostrzegaja, ze przepisy te moga stanowié precedens dla
szerszych wymagan dotyczacych cyfrowej identyfikacji,
potencjalnie zmniejszajgc anonimowo$¢ w Internecie.

Utah: Odpowiedzialnos¢ App Store 1
kontrola rodzicielska

Ustawa Senatu Utah nr 142 (SB142), czyli App Store
Accountability Act, przenosi punkt ciezkosci na sklepy z
aplikacjami. Ustawa wymagataby od sklepéw z aplikacjami
weryfikacji wieku uzytkownika przed zezwoleniem na pobieranie.



Jesli uzytkownik jest niepetnoletni, jego konto musiatoby byc
powigzane z kontem rodzica, a rodzice weryfikowaliby jego
tozsamos¢ — potencjalnie za pomoca karty kredytowej — przed
udzieleniem dostepu.

Mechanizm egzekwowania prawa w SB142 jest szczegdlnie
agresywny. Nieprzestrzeganie przepisdow bytoby klasyfikowane
jako ,,zwodnicza praktyka handlowa” zgodnie z prawem stanu
Utah, dajac rodzicom prawo do podjecia krokdéw prawnych
przeciwko dostawcom sklepdw z aplikacjami. Przepis ten
podkresla nacisk ustawy na kontrole rodzicielska i
odpowiedzialnos$¢.

Szersze implikacje ekspansji
cyfrowego ID

Podczas gdy ustawy te sa rzekomo ukierunkowane na ochrone
dzieci, stanowig one rdéwniez znaczacy krok w kierunku bardziej
monitorowanej i kontrolowanej przestrzeni cyfrowej. Cyfrowe
systemy identyfikacji, niezaleznie od tego, czy sg to
identyfikatory wydawane przez rzad, karty kredytowe czy ustugi
weryfikacji stron trzecich, moga zasadniczo zmieni¢ internet.
Krytycy twierdza, ze gdy kontrole tozsamosci stang sie
standardem, mogg one wykroczy¢ poza media spotecznoSciowe,
utrudniajgc anonimowy dostep online.

Joel R. McConvey, piszgc dla jednego z serwiséw
technologicznych, podkresla globalny trend w kierunku
weryfikacji wieku. ,W ciggu ostatnich dwunastu miesiecy
weryfikacja wieku dla tres$ci online zmienita sie ze stosunkowo
niszowej kwestii w priorytetowy punkt programu dla rzaddw,
aktywistéw i najwiekszych nazwisk w branzy technologicznej”.
Tendencja ta jest widoczna w réznych dziataniach
legislacyjnych, od brytyjskich wytycznych Ofcom po trwajace
testy technologii weryfikacji wieku w Australii.

Google 1 Meta, dwie najwieksze firmy technologiczne, juz teraz



sktaniajg sie ku weryfikacji wieku. Google ogtosito, ze
wykorzysta algorytmy uczenia maszynowego do oszacowania wieku
uzytkownikéw YouTube, majgc na celu zapewnienie odpowiednich
do wieku dosSwiadczen i zabezpieczen. Meta podobno idzie w ich
slady, testujgc podobne technologie.

Jednak sytuacja prawna jest ztozona. Sedzia federalny w
Teksasie tymczasowo zablokowat czes¢ stanowej ustawy SCOPE,
powotujgc sie na obawy dotyczgce pierwszej poprawki. Gtowny
radca prawny FIRE Bob Corn-Revere argumentuje: ,Stany nie moga
blokowa¢ dorostym mozliwoSci angazowania sie w legalne
wypowiedzi w imie ochrony dzieci, ani nie mogg powstrzymywac
nieletnich przed ideami, ktére rzad uwaza za nieodpowiednie”.

Rownowazenie bezpieczenstwa 1
wolnosSci

Nacisk na regulacje medidw spotecznosciowych w Connecticut,
Nebrasce i Utah odzwierciedla rosngce obawy dotyczgce wptywu
platform cyfrowych na mtodych uzytkownikéw. Chociaz Srodki te
majg na celu ochrone dzieci, podnosza rdéwniez wazne pytania
dotyczace prywatnos$ci, wolnosSci osobistej i przysztosdci
Internetu. W miare postepu prac nad tymi ustawami debata
prawdopodobnie bedzie sie nasilad, zmuszajgc decydentéw, firmy
technologiczne i spoteczenstwo do zmagania sie z kompromisami
miedzy bezpieczehAstwem a wolnoscig w erze cyfrowej.

BEZPRZEWODOWY SWIAT: Nowa era
1nwazyjnego nadzoru
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W Swiecie coraz bardziej po*agczonym przez technologie, nowe
badanie ujawnia niepokojgce zjawisko: mozliwo$¢ wykorzystania
Wi-Fi i wiez komérkowych do inwigilacji bez wiedzy lub zgody
os6b fizycznych. Technologia ta, ktdra wykorzystuje
promieniowanie bezprzewodowe otoczenia, moze zmienié sposdb, w
jaki mys$limy o prywatnos$ci i bezpieczeAstwie, podnoszac
istotne kwestie etyczne i prawne.

Technologia stojaca za zagrozeniem

Badanie, przeprowadzone przez wydziat 1inzynierii na
Uniwersytecie w Porto w Portugalii, zostato opublikowane na
otwartej stronie naukowej Cornell University, arXiv, 24
stycznia 2025 roku. Naukowcy zaprojektowali system, ktéry
wykorzystuje rekonfigurowalng inteligentng powierzchnie (RIS)
do manipulowania 1 kierowania sygnatami Wi-Fi, umozliwiajac
wykrywanie i renderowanie wizualnych obrazéw 1ludzkiej
aktywnosci z ponad 90% dokt*adnosScig.

Fariha Husain, kierownik programu promieniowania
elektromagnetycznego (EMR) 1 sieci bezprzewodowych Children’s
Health Defense (CHD), wyjasnita mozliwo$ci tej technologii:
~Panele RIS mogg by¢ strategicznie rozmieszczone, aby
zoptymalizowa¢ odbicie i sterowanie sygnatem bezprzewodowym. W
pomieszczeniach mozna je montowa¢ na $cianach, sufitach lub
meblach. Na zewngtrz moga by¢ instalowane na budynkach,
latarniach i billboardach reklamowych. Dodatkowo, panele RIS
umozliwig inteligentny nadzdér miejski poprzez sSledzenie ruchu
pieszych i pojazdow”.

Implikacje tej technologii sg gtebokie. Wedtug badan, system



moze wykrywa¢ gesty dtoni i monitorowal parametry zyciowe,
takie jak oddech, nawet gdy osoby znajdujg sie za przeszkodami
lub nie wspdétpracujg. Naukowcy twierdzg, ze ta zdolnos¢
stanowi postep w dziedzinie rozpoznawania aktywnosci cztowieka
(HAR) w kontekscie komunikacji szdéstej generacji (6G).

Kwestie etyczne 1 dotyczace
prywatnosci

Podczas gdy zwolennicy twierdza, ze technologia RIS moze mied
korzystne zastosowania w opiece zdrowotnej 1 automatyzacji,
obroncy prywatnosci bijg na alarm. W. Scott McCollough, gtdéwny
prawnik zajmujgcy sie sprawami EMR & Wireless w CHD,
podkreslit niebezpieczne implikacje dla masowej inwigilacji:
,Przyszte sieci 6G bedg miaty wbudowang funkcjonalnos¢ RIS i
nie zdziwit*bym sie, gdyby nie wdrozyli RIS w przysztych
aktualizacjach 5G. Kilka raportéw branzowych i rzadowych na
temat 6G wprost méwi, ze chcg wykorzystac¢ te mozliwosSci do
inwigilacji”.

Obawy McCollougha nie sg bezpodstawne. Technologia stojgca za
badaniem jest podobna do Origin AI, komercyjnej technologii
wykrywania Wi-Fi opracowanej przez Raya Liu, bytego wykonawce
Agencji Zaawansowanych Projektdéw Badawczych Obrony (DARPA).
Origin AI moze lokalizowa¢ ruch z ponad 90% doktadnosSciag i
rejestrowa wzorce oddechowe, co czyni jg poteznym narzedziem
do ochrony domu i automatyzacji. Jednak budzi to rdéwniez
powazne obawy dotyczgce prywatnosci.

Husain zauwazyl: ,Panele RIS moga by¢ zintegrowane z obiektami
i Srodowiskami bez wiedzy lub zgody os6b, co sprawia, ze
rezygnacja z tej formy nadzoru jest prawie niemozliwa”.
Dodata, ze ,technologia ta stwarza niebezpieczne implikacje
dla masowego nadzoru, prywatnos$ci i bezpieczenstwa danych”.



Kontekst historyczny 1 wspotczesne
znaczenie

Rozw6j technologii RIS jest czescig szerszego trendu w
ewolucji nadzoru. Peter Krapp, profesor filmu i studidw
medialnych na Uniwersytecie Kalifornijskim w Irvine, badat
wszechobecng nature nadzoru w erze cyfrowej. Wedtug Krappa,
Stany Zjednoczone majg najwiekszg liczbe kamer monitorujgcych
na osobe na Swiecie, a nadzér ten nie ogranicza sie do kamer
wideo. Telefony komérkowe, GPS, Wi-Fi, Bluetooth i rézne
aplikacje przyczyniajg sie do kompleksowego systemu Sledzenia.

Krapp wyjasnit: ,Bazy danych mogg korelowa¢ dane o lokalizacji
ze smartfondéw, prywatnych kamer, czytnikdw tablic
rejestracyjnych 1 technologii rozpoznawania twarzy. Organy
§cigania moga Sledzié, gdzie jesteS i gdzie bytes, czesto bez
nakazu. Prywatni brokerzy danych rdéwniez gromadzg i sprzedaja
te dane, tworzgc w duzej mierze nieuregulowany rynek danych
osobowych”.

Historyczny kontekst inwigilacji w Stanach Zjednoczonych jest
kluczowy dla zrozumienia wspdtczesnego znaczenia technologii
RIS. 0d wczesnych dni podstuchdow po wspdtczesng ere cyfrowego
$ledzenia, réwnowaga miedzy bezpieczenstwem a prywatnos$ciag
byta kwestig spornag. Srodowisko prawne po wyroku w sprawie Roe
przeciwko Wade dodato nowe warstwy ztozonos$ci, z obawami o to,
w jaki sposdb dane Sledzenia mogg by¢ wykorzystywane w
kontekscie praw reprodukcyjnych i innych wrazliwych kwestii.

Wnioski: Wezwanie do regulacji

W miare jak technologia RIS rozwija sie 1 staje sie coraz
bardziej zintegrowana z sieciami 6G, potrzeba solidnych
regulacji 1 wytycznych etycznych jest bardziej krytyczna niz
kiedykolwiek. Husain 1 McCollough opowiadaja sie za
§cislejszym nadzorem i kampaniami wusSwiadamiajagcymi



spoteczenstwo, aby zapewnié¢, ze technologia ta nie narusza
prywatnosci i bezpieczenstwa danych osobowych.

McCollough podsumowat: ,Musimy przeprowadzi¢ krajowg rozmowe
na temat etycznych implikacji technologii RIS. Nie chodzi
tylko o techniczng wykonalnos¢; chodzi o ramy moralne i
prawne, ktére beda regulowad jej uzycie”.

W Swiecie, w ktdérym technologia moze przeksztatcié¢ przedmioty
codziennego uzytku w narzedzia nadzoru, walka o prywatnosc
jest daleka od zakonczenia. Poniewaz technologia ta nadal
ewoluuje, wazne jest, aby prawodawcy, technolodzy i obywatele
wspO6ipracowali w celu ochrony podstawowego prawa do
prywatnosci w erze cyfrowej.

Wielka Brytania zada od Apple
stworzenia globalnego
backdoora, zagrazajacego
prywatnosci na catym sSwiecie

granice prywatnos$ci i nadzoru rzagdowego, Wielka Brytania
potajemnie nakazata Apple stworzenie backdoora do
zaszyfrowanej pamieci masowej w chmurze, =zapewniajac
brytyjskim w*adzom bezprecedensowy dostep do danych
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uzytkownikéw na catym $wiecie. Zadanie to, wydane na mocy
kontrowersyjnej brytyjskiej ustawy o uprawnieniach sledczych z
2016 roku — nazwanej ,Kartg szpiega” — oznacza znaczacag
eskalacje w globalnej bitwie o szyfrowanie, prywatnos¢ i
swobody obywatelskie.

Zamowienie, o ktorym po raz pierwszy poinformowat Washington
Post, wymaga od Apple zapewnienia og6lnego dostepu do
wszystkich zaszyfrowanych danych uzytkownikéw przechowywanych
w chmurze, a nie tylko do kont docelowych. Pozwolitoby to
brytyjskim organom $cigania oming¢ zabezpieczenia szyfrowania
i uzyskac¢ dostep do poufnych informacji, w tym zdjecd,
wiadomosci i dokumentéw, bez wiedzy lub zgody uzytkownikow.

Dla Apple, firmy, ktéra od dawna broni prywatnosSci
uzytkownikédw jako podstawowej wartosci, zadanie to stanowi
egzystencjalny dylemat: zastosowal¢ sie do nakazu Wielkiej
Brytanii i zdradzi¢ zaufanie uzytkownikéw Llub catkowicie
wycofal zaszyfrowane ustugi przechowywania danych w Wielkiej
Brytanii. Zrédta zaznajomione ze sprawg sugerujag, ze Apple
prawdopodobnie wybierze to drugie rozwigzanie, ale nie
rozwigzatoby to zgdania Wielkiej Brytanii dotyczgcego dostepu
do danych w innych krajach, w tym w Stanach Zjednoczonych.

Niebezpieczny precedens dla
prywatnosci

Wedtug Washington Post, zagdanie Wielkiej Brytanii nie ma
precedensu w najwiekszych demokracjach. W przesztosci firmy
technologiczne, takie jak Apple, wspétpracowaty z organami
§cigania w indywidualnych przypadkach, na przyktad pomagajac
FBI w uzyskaniu dostepu do iPhone’a terrorysty w 2016 roku.
Jednak nakaz Wielkiej Brytanii wykracza daleko poza te
ukierunkowane zgdania, szukajac szerokiego backdoora, ktory
podwazytby szyfrowanie dla wszystkich uzytkownikoéw.

,Nie ma powodu, dla ktdérego [rzgd] Wielkiej Brytanii miatby



prawo decydowa¢ za obywateli catego $Swiata, czy mogag oni
korzystal ze sprawdzonych korzysci w zakresie bezpieczenstwa,
ktére wynikaja z szyfrowania typu end-to-end” — powiedzia%
Apple brytyjskim prawodawcom w marcu 2024 r., przewidujac taki
ruch.

Obroncy prywatnosci 1 eksperci ds. cyberbezpieczenstwa
potepili dziatania Wielkiej Brytanii, ostrzegajac, ze
stworzenie tylnych drzwi dla organdéw Scigania nieuchronnie
ostabi szyfrowanie dla wszystkich. ,Wazne jest, aby zrozumie¢,
ze kazdy rodzaj dostepu tylnymi drzwiami (lub frontowymi
drzwiami) dla” dobrych »moze by¢ réwniez wykorzystany przez«
ztych "- stwierdzit*a Fundacja Technologii Informacyjnych 1
Innowacji w raporcie z 2020 roku.

Obawy te nie sg hipotetyczne. W 2021 r. byty dyrektor FBI
Chris Wray argumentowat* przed Senacka Komisjg Sadownictwa, ze
szyfrowanie wutrudnia dochodzenia w sprawie Kkrajowego
ekstremizmu, wzywajgc firmy technologiczne do tworzenia
backdooréw, ktére <chroniag prywatnos¢, umozliwiajac
jednoczesnie dostep rzgdowi. Jednak eksperci wielokrotnie
ostrzegali, ze taka rdéwnowaga jest niemozliwa — kazdy backdoor
moze zostal wykorzystany przez hakeréw, autorytarne rezimy lub
inne ztosliwe podmioty.

Globalne konsekwencje

Jesli Wielkiej Brytanii uda sie zmusi¢ Apple do przestrzegania
przepisdéw, moze to wywotal efekt domina, os$mielajac inne
narody do zgdania podobnego dostepu. Kraje takie jak Chiny,
ktore juz zablokowaty szyfrowane aplikacje do przesytania
wiadomosci, takie jak Signal, mogtyby wykorzystal precedens
Wielkiej Brytanii do uzasadnienia wtasnych zadan dotyczacych
backdooréw. Mogtoby to zmusi¢ Apple do wycofania
zaszyfrowanych ustug w chmurze na catym Swiecie, zamiast
ryzykowaé¢ naruszenie prywatno$ci uzytkownikow.

Brytyjska ustawa o uprawnieniach sSledczych, ktéra upowaznia



rzgd do zmuszania firm do pomocy w dostepie do danych
uzytkownikdéw, od dawna jest krytykowana za jej nadmierny
zasieg. Krytycy twierdza, ze prawo, ktére czyni przestepstwem
nawet ujawnienie takich zadan, przyznaje rzadowi
niekontrolowane uprawnienia do inwigilacji.

Apple ma mozliwo$¢ odwotania sie od nakazu Wielkiej Brytanii
do tajnego panelu technicznego i sedziego, ale prawo nie
zezwala firmie na opdéznienie wykonania nakazu podczas procesu
odwotawczego. Pozostawia to Apple niewielkie pole manewru,
rodzac pytania o przysztos¢ szyfrowania i prywatnosci w erze
cyfrowej.

Historia oporu

Stanowisko Apple w kwestii prywatnosci jest od lat cecha
charakterystyczng marki. W 2016 roku firma stynnie opierata
sie nakazowi rzgdu USA odblokowania iPhone’a zmartego
terrorysty w sprawie San Bernardino, argumentujac, ze
stworzenie backdoora stworzy niebezpieczny precedens. Podczas
gdy Apple ostatecznie poszto na kompromis, opracowujgc plan
skanowania urzgdzen uzytkownikdéw w poszukiwaniu nielegalnych
materiatdéw, inicjatywa ta zostata odtozona na pdétke po
szerokiej reakcji ze strony obroAcdow prywatnosci.

Najnowsze zadanie Wielkiej Brytanii grozi wznowieniem tej
bitwy, stawiajac obawy o bezpieczerstwo narodowe przeciwko
podstawowemu prawu do prywatnosci. Jak zauwazyt Washington
Post, brytyjski nakaz stanowi znaczgcg porazke firm
technologicznych w ich trwajgcej od dziesiecioleci walce o
unikniecie wykorzystania ich jako narzedzi nadzoru rzagdowego.

Dalsza droga

Domaganie sie przez Wielkg Brytanie globalnego backdoora do
szyfrowanej pamieci masowej Apple w chmurze jest przetomowym
momentem w toczgcej sie debacie na temat prywatnod$ci i



bezpieczenstwa. Podczas gdy organy $cigania twierdza, ze
szyfrowanie umozliwia przestepcom i terrorystom unikniecie
wykrycia, firmy technologiczne i obroficy prywatnosci
utrzymuja, ze ostabienie szyfrowania miatoby daleko idace
konsekwencje dla wolnosci osobistych i cyberbezpieczenstwa.

Podczas gdy Apple rozwaza swoje opcje, Swiat bacznie sie temu
przyglada. Czy firma podtrzyma swoje zobowigzanie do ochrony
prywatnosci, nawet jesli oznacza to wycofanie ustug z Wielkiej
Brytanii? A moze skapituluje pod presja rzadu, ustanawiajgc
precedens, ktéry moze ostabi¢ szyfrowanie na catym Swiecie?

Jedno jest pewne: wynik tej bitwy uksztattuje przysztosc
cyfrowej prywatnosci na nadchodzgce lata. W erze, w ktérej
dane s3g cenniejsze niz kiedykolwiek, stawka nie moze by¢
wyzsza.

,Dostep, ktdorego domaga sie Wielka Brytania, nie ma precedensu
w najwiekszych demokracjach” — donosi Washington Post. Jesli
Wielka Brytania odniesie sukces, moze nie byc ostatnia.

Rzad Wielkie] Brytanii
podejmuje powazne kroki w
kierunku cyfrowego
identyfikatora


https://ocenzurowane.pl/rzad-wielkiej-brytanii-podejmuje-powazne-kroki-w-kierunku-cyfrowego-identyfikatora/
https://ocenzurowane.pl/rzad-wielkiej-brytanii-podejmuje-powazne-kroki-w-kierunku-cyfrowego-identyfikatora/
https://ocenzurowane.pl/rzad-wielkiej-brytanii-podejmuje-powazne-kroki-w-kierunku-cyfrowego-identyfikatora/
https://ocenzurowane.pl/rzad-wielkiej-brytanii-podejmuje-powazne-kroki-w-kierunku-cyfrowego-identyfikatora/

Rzad Wielkiej Brytanii uruchomit Office for Digital Identities
and Attribute (OfDIA) — cyfrowy organ nadzorujgacy ID w ramach
Departamentu Nauki, Innowacji i Technologii, ktdérego zadaniem
jest wspieranie rozwoju rynku cyfrowego ID pod kierownictwem
dyrektora generalnego Hannah Rutter.

W ten sposdéb rzad Partii Pracy podjat dziatania tam, gdzie
porzucit rzad konserwatywny, biorgc pod uwage, ze Biuro
zostato po raz pierwszy ogtoszone przez poprzedni rzad w 2022
r., kiedy to miato by¢ ,tymczasowym” podmiotem wprowadzajacym
cyfrowy dowdd tozsamosci w Wielkiej Brytanii.

»Wygoda” po raz kolejny znajduje sie w centrum sposobu, w jaki
wtadze wyjasniajg potrzebe takiego nacisku: Rutter cytuje, ze
zamiast ,mozaiki papierkowej roboty” — i ma na mysli
papierkowg robote zaréwno od rzadu, jak i podmiotdédw prywatnych
— potrzebng dzi$ jako dowdd tozsamosSci, istnieje ,lepszy
sposéb”.

,Cyfrowa tozsamos$¢ moze utatwi¢ ludziom zycie i odblokowad
miliardy funtdw wzrostu gospodarczego” — powiedziata Rutter,
nie podajgc dalej liczb, ktdére pomogty jej dojs¢ do liczby
»miliardéw funtoéw«.

System, za ktory odpowiada OfDIA, nie obejmuje opracowania
rzgdowego dowodu osobistego i moze by¢ uzywany na zasadzie
dobrowolnosci, kontynuowata.

Rutter odniosta sie do jednego z zarzutdéw dotyczgcych
bezpieczeAstwa takich systeméw — centralizacji — méwigc, ze
system, nad ktérym pracuje jej biuro, réwniez nie ma
scentralizowanej cyfrowej bazy danych.



Jest to pewne przynajmniej na razie — i to potencjalni
uzytkownicy zdecydujg, czy wybrany przez OfDIA model wyglada
na bardziej godny zaufania: ,Bedziesz mégt wybieral sposrdd
szeregu dostawcOw tozsamos$ci cyfrowej i atrybutédw, w oparciu o
sektor prywatny i charytatywny”, Rutter starat sie ich
uspokoic.

Obecnie OfDIA pracuje nad stworzeniem ,zaufanego i
bezpiecznego rynku tozsamosSci cyfrowej”, a prace te
koncentrujg sie na pieciu obszarach, poczawszy od opracowania
i utrzymania tozsamo$ci cyfrowej i ram, a nastepnie bycia
odpowiedzialnym za rejestr akredytowanych organizacji, ktore
speiniajg wymagania ram.

Jurysdykcja Urzedu obejmuje jednoczesnie wydawanie , znakéw
zaufania” firmom — obecnie istnieje podobno 49 speitniajgcych
jedno z trzech kryteridéw. Do tego dochodzi wspédtpraca
miedzynarodowa, ktorej celenm jest zapewnienie
interoperacyjnosci, tj. ponadnarodowej rentownosci systemu
(systemoéw) .

Izrael zatrudni amerykanska
firme biometryczna do
kontroli Palestynczykéw w
Strefie Gazy
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Izrael zaprezentowat w tym tygodniu nowy program ,Uber dla
stref wojny”, majacy na celu rozpoczecie kontroli, w stylu
Holokaustu, kazdego Palestynczyka w Strefie Gazy.

Wedtug doniesien, Izrael planuje wynajg¢ prywatng firme
logistyczng i ochroniarskg z siedzibg w USA, aby stworzy¢
,zamknietg spotecznos¢” w Strefie Gazy, w ktdorej wszyscy
Palestynczycy bedg poddawani kontroli biometrycznej w celu
zakwalifikowania sie do otrzymania pomocy.

Izraelski gabinet wojenny oméwit te propozycje w weekend,
planujgc zatwierdzenie programu ,pilotazowego” w ciagu
najblizszych dwéch miesiecy. Global Delivery Company (GDC),
firma prowadzona przez izraelsko-amerykarfiskiego biznesmena
Mordechaja Kahane, prowadzi obecnie rozmowy z Izraelem w
sprawie prowadzenia programu badan biometrycznych.

0d jakiego$ czasu Izrael rozwaza utworzenie tak zwanych
,baniek humanitarnych” w pétnocnej Gazie, w tym w obozie dla
uchodZzcéw Jabalia i wokét niego, ktory od trzech tygodni
znajduje sie pod catkowitym oblezeniem. Izrael nie zezwala na
dostarczanie zywnosci, czystej wody i Srodkéw medycznych do
Jabalii, co powoduje kryzys humanitarny.

W styczniu Miedzynarodowy Trybunat Sprawiedliwo$ci (MTS) wydat
tymczasowe orzeczenie, zgodnie z ktorym Izrael musi podja¢c
natychmiastowe sSrodki w celu zapewnienia PalestyhAczykom
mieszkajgcym w Strefie Gazy podstawowych ustug i pomocy
humanitarnej. W odpowiedzi Izrael opracowat system kontroli
biometrycznej jako warunek wstepny otrzymania pomocy.



GDC czerpie zyski z wojny od 14 lat

To sam Kahana wymyslit wyrazenie ,Uber dla stref wojennych”,
aby opisa¢ swojg dziatalnos¢ nastawiong na zysk. GDC prowadzi
te dziatalnos¢ przez ostatnie 14 lat, podczas ktorych dziatata
i czerpata zyski z pieciu wojen, w tym w Afganistanie, Iraku,
Strefie Gazy, Syrii i na Ukrainie.

.Personel pracujgcy dla naszego podwykonawcy ochrony jest
przeszkolony i wyposazony w nies$miercionosne i sSmiercionos$ne
metody kontroli ttumu” — czytamy w komunikacie prasowym GDC z
tego tygodnia. ,Sg przeszkoleni w uzywaniu $miercionos$nej sity
tylko w ostatecznos$ci, gdy ich zycie jest zagrozone”.

Jeden z bytych najwyzszych urzednikéw GDC, Stuart Seldowitz,
jest rowniez bytym urzednikiem rzadu USA, ktéry zostat
oskarzony o przestepstwo z nienawisci po tym, jak znecat sie
nad ulicznym sprzedawcg zywno$ci. Chociaz Seldowitz nie
pracuje juz dla GDC, Kahana moéowi, ze nadal jest otwarty na
wspbétprace z nim.

Sam Kahana powiedziat* rdéwniez kilka niezbyt przyjemnych rzeczy
o Palestynczykach. W listopadzie ubiegtego roku nazwat
palestyfAsko-amerykanskag parlamentarzystke Rashide Tlaib
,ambasadorem Hamasu w USA”. Kahana zartowat réwniez na temat
etnicznego oczyszczenia wszystkich Palestyiczykéw ze Strefy
Gazy i przeniesienia ich do Jordanii.

Inni pracownicy wysokiego szczebla w GDC to byli wysocy ranga
izraelscy oficerowie wojskowi oraz byli amerykanscy wojskowi i
agencli wywiadu, co oznacza, ze operacja jest schematem
kompleksu wojskowo-przemystowego, ktdry z pewnos$cig nie bedzie
mity dla PalestyfAczykéw w Gazie.

W maju media donosity, ze Izrael prowadzit rozmowy z
amerykanskimi firmami ochroniarskimi w sprawie zarzagdzania
przejsciem granicznym Rafah na potudniowej granicy Strefy Gazy
z Egiptem. Kilka dni po opublikowaniu tych doniesien, Kahana



napisat na X / Twitterze, ze bedzie ,pomagat w dostawach
humanitarnych” w Strefie Gazy, sugerujgc, ze GDC jest jedng z
zaangazowanych firm ochroniarskich.

2Przybylismy tu z jednym jasnym celem: celem jest zasiedlenie
catej Strefy Gazy, nie tylko jej czesci, nie tylko kilku
osiedli, catej Strefy Gazy od podtnocy do potudnia”
powiedziata Daniella Weiss, liderka Nachali, ortodoksyjnego
zydowskiego ruchu osadniczego, ktéry twierdzi, Zze ma ponad 700
zydowskich rodzin, ktére chca osiedli¢ sie w Strefie Gazy.

Weiss zorganizowata niedawno konferencje, na ktdérej obiecata
uczestnikom, ze PalestyAczycy ,znikng” ze Strefy Gazy w
odpowiednim czasie, umozliwiajgc Izraelowi przytaczenie tych
ziem do siebie.

Ustawa o przejrzystosci
korporacyjnej — najbardziej
agresywny krajowy program
szpiegowski od czasow Patriot
Act

Na konferencji prasowej 12 sierpnia 1986 r. prezydent Ronald
Reagan powiedzia%*: ,Dziewie¢ najbardziej przerazajgcych stéw w
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jezyku angielskim brzmi: »Jestem z rzadu i jestem tutaj, aby
pomoc«” .

Stowa te odzwierciedlaty powszechng i rosngcg nieufnos$¢ wobec
rzadu.

Dzi$ cytat ten mozna by zinterpretowaé¢ w nastepujgcy sposoéb:
,Jestem z rzadu federalnego, podaj swoje dane osobowe, a
dopdki nie przekroczysz linii, zapewnimy ci bezpieczenstwo”.
Nie jest to tak zwiezte, ale bardziej prawdziwe niz
kiedykolwiek wczes$niej.

Do konca tego roku kazdy obywatel w Stanach Zjednoczonych
bedzie musiat przekaza¢ dane osobowe swojej matej firmy, S-
corp, LLC, HoA, zarzadu, powiernikéw, posiadaczy nieruchomosci
itp. do bazy danych organdéw Scigania rzadu federalnego,
obstugiwanej przez Financial Crimes Enforcement Network
(FinCen) w ramach Departamentu Skarbu. Witamy w ustawie o
przejrzystosci korporacyjnej (CTA).

Prezydent Trump postrzegat te ustawe jako kolejny sposdb, w
jaki rzad federalny celuje w klase $Srednig i swoich wrogoéw
politycznych. Prezydent Trump zawetowat* te niekonstytucyjnag
ustawe w 2019 r., ale ona powrdcita.

W bezprecedensowym akcie nadmiernego zasiegu rzad federalny
zmierza do agresywnego gromadzenia danych na temat wszystkich
wtascicieli matych firm, ktérzy stanowig trzon amerykanskiej
gospodarki, z powoddéw, ktére wydajg sie w najlepszym razie
,metne”.

Jedynym celem wydaje sie by¢ utworzenie kolejnej nowej bazy
danych obywateli do monitorowania, obserwowania i karania.
Federalni zmierzajg do wdrozenia CTA z predkosScig warp i w
pozornej catkowitej tajemnicy, poniewaz wiekszo$¢ miliondw
wtascicieli matych firm w Stanach Zjednoczonych nie ma pojecia
0 istnieniu tego prawa.

Nie informujgc opinii publicznej, wydaje sie, ze prawdziwym



zamiarem FinCEN jest ,z*apanie” milionéw wtasScicieli matych
firm na ,niezgodno$ci”, aby mogli zosta¢ zbadani i
skontrolowani przez Departament Skarbu i ukarani.

Obowigzkowa zgodnos$¢ z przepisami jest wymagana do 1 stycznia
2025 r., w przeciwnym razie grozg ogromne grzywny i do 2 lat
wiezienia federalnego.

Po zawetowaniu ustawy przez prezydenta Trumpa, zostata ona po
cichu wepchnieta z powrotem do ustawy o autoryzacji obrony w
2021 roku. I tak, bez stowa dla amerykanskiej opinii
publicznej, najwiekszy i najbardziej agresywny, bezpodstawny
krajowy program szpiegowski w historii Standéw Zjednoczonych
zostat wprowadzony w zycie.

Nigdy o tym nie styszates? Dotgcz do klubu! Miliony
wtascicieli matych firm w Stanach Zjednoczonych nie maja
pojecia o istnieniu tego prawa ani o tym, ze muszg zapewnic
petng zgodno$¢ z nim do 1 stycznia 2025 r., w przeciwnym razie
zostang ukarani wysokimi grzywnami w wysokosci 591 dolaroéw
dziennie.

Za niezgtoszenie sie do bazy danych organdéw Scigania FinCen
grozi do 2 lat wiezienia federalnego.

Jako Brytyjczyk nie jestem obcy rzadowej tyranii, ale wcigz
mam kilka pytan.

Moje pierwsze pytanie brzmi: dlaczego obywatele USA, ktérzy
nie popetnili zadnego przestepstwa — 1 gdzie nie ma
prawdopodobnego powodu, aby sgdzié, ze popetnili przestepstwo
— sg zobowigzani do samodzielnego zgtaszania sie do bazy
danych organdw $cigania, wylgcznie na podstawie tego, ze
pewnego dnia mogg popeinié¢ przestepstwo?

W 2002 roku byt bardzo popularny film zatytutowany ,Raport
mniejszosci”.

Zatozeniem, o ile pamietam, jest to, ze nie ma juz



przestepstw, poniewaz organy $cigania polegajg na
wykorzystaniu ,pre-cogs”, aby przewidzie¢, kto popetni
przestepstwo, a nastepnie biuro ,pre-przestepczos$ci” aresztuje
te osobe, zanim jeszcze popetni przestepstwo, aby upewnic sie,
ze nie popeini przestepstwa, ktorego nigdy nie popeitnit.
Wydaje sie to catkowicie rozsadne!

Tak wiec oprécz ,defundacji policji” i ,policji mysli”, mamy
teraz policje ,przedprzestepczg” mieszczgcg sie w FinCEN w
Departamencie Skarbu. Czy IRS Union, réwniez podlegajgca temu
samemu Departamentowi Skarbu, nie poparta wtasnie Kamali
Harris na prezydenta? Co moze pdjs¢ nie tak?

Czy ktos pamieta skandal z Lois Lerner z IRS? IRS zostat
zmuszony do przyznania, ze w szczegdlno$Sci celowat w
konserwatywne grupy non-profit w celu dodatkowej kontroli, z
zamiarem ukarania i / lub odmowy statusu non-profit w oparciu
o kaprysy niewybranej partyjnej biurokracji dziatajacej w
Departamencie Skarbu.

IRS zostat ostatecznie zmuszony do przyznania, ze
wykorzystywat partyjnosc¢ polityczng do atakowania Amerykanow i
zawart ugode z grupami non-profit, ktdére byty jego celem.

Czy wspomniatem, ze nikt nigdy nie zostat® pociggniety do
odpowiedzialno$ci ani nie odbyt kary wiezienia za bezprawne
namierzanie amerykanskich obywateli przez agencje federalng na
podstawie przynaleznosci politycznej? Ale ty, jako wtasciciel
matej firmy, z pewnoscig péjdziesz do wiezienia, jesli nie
zastosujesz sie do ustawy o przejrzystosci korporacyjnej.

Ustawa o przejrzystosci korporacyjnej jest ,dla zysku”
odpowiednikiem partyzanckiej kontroli Departamentu Skarbu. W
tym czasie organizacje non-profit ze stowem ,partia
herbaciana” i ,patriota” byty politycznie namierzane przez IRS
i poddawane dalszej kontroli i/lub catkowitej odmowie
przyznania im statusu 501c3.

W ramach CTA, powiedzmy, ze jawnie agresywny biurokrata



przeciwny drugiej poprawce zdecydowat sie wyszukaé¢ stowo
,pistolet”, ,bron palna”, ,patriota”, ,wolnosSc¢” — masz pomyst
— mieliby gotowg liste wtascicieli matych firm do namierzenia,
potencjalnego zbadania i audytu, za cos tak prostego jak
nazwa. Zdarzyto sie to juz wczes$niej z konserwatywnymi
organizacjami non-profit, myslisz, Ze nie moze sie to
powtérzy¢ z firmami nastawionymi na zysk?

Zgodnie z CTA, podmioty gospodarcze nastawione na zysk,
zatrudniajgce mniej niz 20 pracownikdéw i osiggajgce mniej niz
5 miliondéw przychodu, znajdujg sie na celowniku. Tak, dobrze
przeczytates, jed$li zarabiasz wiecej niz 5 milionéw dolardéw
rocznie 1lub zatrudniasz wiecej niz 20 petnoetatowych
pracownikéw — jeste$ ZWOLNIONY z tego inwazyjnego wymogu
samodzielnego raportowania, ktory moze doprowadzi¢ cie do
wiezienia.

Oznacza to, ze Blackrock, Amazon, Facebook, Pfizer Apple 1
ExxonMobil mogg prowadzic¢ ,biznes jak zwykle”, ale ,sklep z
paczkami babci” bedzie musiat pokazaé¢ jej ,papier prosze”,
jesli chce zarabiac na zycie.

Rejestracja firm i tworzenie podmiotéw jest i zawsze byto
obstugiwane na poziomie stanowym przez stanowe komisje ds.
korporacji lub podobne organizacje.

Dlaczego rzad federalny nadmiernie wkracza w kwestie praw
stanowych i tworzy ogromng federalng baze danych z naruszeniem
klauzuli handlowej?

Oznacza to, ze nawet jesli jestesS zarejestrowanym podmiotem na
poziomie stanowym, jes$li nie zgtosisz sie i nie zarejestrujesz
na poziomie federalnym, nie bedziesz mégt prowadzié¢ swojej
matej firmy.

Dlaczego stanowy prokurator generalny nie zajmuje sie ta
kwestig? Mam nadzieje, ze nie jest to pytanie retoryczne.

CTA jest ostatnim gwoZzdziem do trumny tego, co pozostato z



iluzji ,wolnorynkowej” gospodarki w Stanach Zjednoczonych 1
jest to ogromny program nadzoru gospodarczego z niewielkim Llub
zadnym zauwazalnym nadzorem.

Ludzie powoli zaczynajg zwraca¢ na to uwage, wiec jest jeszcze
czas 1 nadzieja. Zaledwie kilka tygodni temu Community
Associations Institute ztozyt pozew przeciwko Departamentowi
Skarbu Stanéw Zjednoczonych, kwestionujgc stosowanie ustawy o
przejrzystosci korporacyjnej.

Ale CAI i inni wtasciciele matych firm, ktérzy réwniez ztozyli
pozew, nie mogg tego zrobid sami.

Sedzia federalny w Alabamie orzekt* juz, ze ustawa ta jest
,hiezgodna z konstytucja”, a mimo to rzad federalny nadal
dziata petng parg, nie zwazajac na konstytucyjnos¢ tego
bezprecedensowego przekroczenia uprawnien.

Jeszcze bardziej interesujgce jest to, ze orzeczenie o
,hiekonstytucyjnosci” ma zastosowanie tylko do powoddéw w
sprawie, ustanawiajgc bardzo niebezpieczny precedens prawny,
zgodnie z ktorym jesli ztozysz skarge, zachowasz swoje prawa
konstytucyjne, ale jesli tego nie zrobisz, stracisz je.

Oba obozy — republikanie i demokraci — muszg wypowiedziec sie
w tej sprawie przed listopadem. Jest to najbardziej
niebezpieczny krok, jaki Stany Zjednoczone kiedykolwiek
podjety w kierunku nacjonalizacji wtasno$ci matych prywatnych
firm pod parasolem federalnym.

Jest to taktyka od dawna praktykowana 1 realizowana przez
rzgdy marksistowskie. Musi to by¢ gtdéwny temat kampanii, aby
chroni¢ ponad 33 miliony matych firm przed zniszczeniem przez
rzagd federalny.

Mate firmy zatrudniajg 61,7 miliona Amerykandw, co stanowi
46,4% pracownikdéw sektora prywatnego. Nadszedt czas, aby
przeciwstawi¢ sie temu razgcemu atakowi na prawa stanowe,
ktéory ma na celu kontrolowanie i/lub zniszczenie ekonomicznej



sity napedowej Ameryki.

Kazdy wtasciciel matej firmy w Ameryce musi zabraé¢ gtos w tej
sprawie, w przeciwnym razie bedzie za pdzZno.

Zrédto

Ciemna strona GEOLOKACJI: Jak
nasze ¢gadzety staty sie
cichymi przesladowcami dzieki
pozycjonowaniu WiFi

W dzisiejszym cyfrowo potgczonym Swiecie geolokalizacja
odgrywa kluczowg role w sposobie nawigacji, interakcji z
ustugami, a nawet zachowania bezpieczenstwa.

Geolokalizacja to proces identyfikacji doktadnego potozenia
geograficznego urzadzenia lub osoby przy uzyciu technologii
takich jak systemy pozycjonowania WiFi i globalne systemy
nawigacji satelitarnej (GNSS). Chociaz technologie te oferuja
ogromne korzysci, wigzg sie réwniez z powaznymi zagrozeniami i
lukami w zabezpieczeniach, budzgc obawy o prywatnos¢ i
bezpieczenstwo.
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Korzysci z geolokalizacji

Wprowadzenie technologii geolokalizacji do szerszego
spoteczeAstwa zasadniczo zmienito sposodb, w jaki ludzie
nawigujg 1 wchodzag w interakcje z otoczeniem. Utatwia
znalezienie najszybszej drogi do domu, a takze innych miejsc
docelowych i pomaga firmom usprawni¢ operacje dostawy -
zwiekszajgc ogdélng wydajnos¢ i wygode. Co wiecej, precyzyjne
dane 1lokalizacyjne majg kluczowe znaczenie dla stuzb
ratunkowych — umozliwiajgc szybki czas reakcji, ktory moze
uratowac¢ zycie w krytycznych sytuacjach.

Systemy pozycjonowania wewngtrz budynkdéw, okreslane réwniez
jako Sledzenie lokalizacji wewnatrz budynkéw, sg niezbedne w
duzych zamknietych przestrzeniach, takich jak szpitale, centra
handlowe i stacje kolejowe. Systemy te umozliwiajg doktadne
$ledzenie lokalizacji za pomocg urzadzen mobilnych, takich jak
smartfony lub tablety, poprawiajgc nawigacje i wydajnos¢
operacyjng w budynkach.

Dla profesjonalistéw pracujacych w Srodowiskach odizolowanych
lub wysokiego ryzyka, geolokalizacja wewngtrz budynkdéw jest
nieoceniona dla zapewnienia bezpieczeAstwa. Sledzenie pozycji
pracownikéw w czasie rzeczywistym moze miec¢ kluczowe znaczenie
w sytuacjach awaryjnych, umozliwiajgc szybkg interwencje w
razie potrzeby. W scenariuszach takich jak pozary 1lub
incydenty terrorystyczne w miejscach publicznych,
geolokalizacja wewngtrz budynkdéw pomaga stuzbom ratowniczym w
szybkim zlokalizowaniu o0s6b znajdujgcych sie w
niebezpieczenstwie.

Zewnetrzne ustugi geolokalizacyjne, zasilane przez GNSS -
takie jak Galileo w Unii Europejskiej i GPS w Stanach
Zjednoczonych - staty sie wszechobecne. Te konstelacje
satelitéw transmitujg sygnaty, ktdére umozliwiaja odbiornikom
obstugujacym GNSS okreslenie doktadnych danych o lokalizacji,
wspierajgc szeroki zakres zastosowan w réznych sektorach i



demonstrujgc 1ich szerokie zastosowanie w nowoczesnej
technologii 1 zyciu codziennym.

Niebezpieczenstwa, zagrozenia 1
stabe punkty geolokalizacji

Technologia geolokalizacji stwarza powazne zagrozenia dla
prywatnosdci i bezpieczenstwa wuzytkownikdéw. Systemy
pozycjonowania WiFi, ktdre sa uzywane zardéwno na zewngtrz, jak
i wewngtrz budynkdéw, gromadzg obszerne dane, ktdre mogg zostad
niewtasciwie wykorzystane przez nieupowaznione podmioty.

Integracja geolokalizacji z krytycznymi systemami
bezpieczenstwa wprowadza wyzwania Zzwligzane z
cyberbezpieczenstwem. Cyberataki moga manipulowal danymi o
lokalizacji, zagrazajac bezpieczenstwu stuzb ratowniczych i
0s6b znajdujgcych sie w niebezpieczenstwie. Dlatego tez
ochrona wewnetrznych systemow geolokalizacji przed
cyberzagrozeniami ma kluczowe znaczenie.

Przyktady solidnych sSrodkéw cyberbezpieczennstwa obejmuja
wdrazanie silnych protokotéw szyfrowania w celu zabezpieczenia
przesytanych danych o lokalizacji; stosowanie uwierzytelniania
wielosktadnikowego w celu kontrolowania dostepu do poufnych
informacji; oraz przeprowadzanie regularnych testodw
penetracyjnych w celu identyfikacji 1 naprawy Lluk w
zabezpieczeniach.

Ustugi geolokalizacji wewngtrz budynkéw s3 podatne na
zagrozenia cybernetyczne, podobnie jak kazdy inny sektor
technologiczny. Cyberprzestepcy wykorzystujg ULluki w
oprogramowaniu i protokotach komunikacyjnych, aby uzyska¢
dostep do danych o lokalizacji w czasie rzeczywistym 1lub
przechowywanych informacji z tych systeméw. Ponadto ataki
spoofingowe wprowadzajg w btagd sygnaty lokalizacji, prowadzgc
do bteddéw nawigacji i potencjalnego zagrozenia bezpieczenstwa
uzytkownikow.



Urzadzenia infrastrukturalne zintegrowane =z systemami
geolokalizacji, takie jak beacony i bramy, moga by¢ rowniez
celem atakéw cybernetycznych. Komponenty te stuzg jako punkty
wejscia dla zdalnych atakdéw lub nieautoryzowanego dostepu za
posSrednictwem potaczen Bluetooth.

Zabezpieczenie tych punktéw dostepu ma zasadnicze znaczenie
dla zapobiegania naruszeniom i ochrony poufnych danych
zwigzanych z geolokalizacjg w pomieszczeniach. Na przyktad
konfiguracja zapor ogniowych i systemdéw wykrywania wtamahn moze
poméc w monitorowaniu i blokowaniu podejrzanej aktywnosci
sieciowej.

Powszechne przyjecie geolokalizacji rodzi obawy o niewtasciwe
wykorzystanie osobistych danych o lokalizacji. Reklamodawcy
wykorzystujg te dane do ukierunkowanych reklam, podczas gdy
ztosliwe podmioty moga wykorzystywa¢ je do inwigilacji lub
kradziezy tozsamosci. Ochrona wrazliwych informacji jest
najwazniejsza w ustugach geolokalizacji wewnatrz budynkoéw,
wymagajgc solidnych $rodkéw bezpieczenstwa, takich jak
bezpieczne praktyki programistyczne, szyfrowanie, silne
uwierzytelnianie i regularne audyty bezpieczenstwa.

Aby skutecznie ograniczy¢ to ryzyko, osoby fizyczne i
organizacje powinny priorytetowo traktowac zabezpieczanie
sieci Wi-Fi za pomocg szyfrowanych potgczen. Wdrozenie
rygorystycznych ustawieA prywatnos$ci na urzadzeniach i
aplikacjach pomaga ograniczy¢ informacje o lokalizacji
udostepniane stronom trzecim. Ponadto podnoszenie Swiadomos$ci
na temat zagrozen cyberbezpieczeistwa i promowanie najlepszych
praktyk wzmacnia ogdélne bezpieczenstwo IT, zapewniajac
bezpieczne i odpowiedzialne Kkorzystanie 2z technologiil
geolokalizacji.



Wielka Brytania wykorzystuje
sztuczna inteligencje
opracowang przez Amazon do
odczytywania nastrojow ludzi
na stacjach kolejowych

Seria testéw sztucznej inteligencji (AI) w Wielkiej Brytanii z
udziatem tysiecy pasazerow pociggdéw, ktdédrzy =zostali
nieswiadomie poddani oprogramowaniu wykrywajgcemu emocje,
wzbudzita obawy o prywatnos¢.

Technologia opracowana przez Amazon i stosowana na réznych
gtdéwnych stacjach kolejowych, w tym londynskich Euston i
Waterloo, wykorzystywata sztuczng inteligencje do skanowania
twarzy i oceny stanéw emocjonalnych wraz z wiekiem i p*ciga.
Dokumenty uzyskane przez grupe wolno$ci obywatelskich Big
Brother Watch za posrednictwem wniosku o wolnos¢ informacji
ujawnity te praktyki, ktdére moga wkrotce wptyna¢ na strategie
reklamowe.

W testach tych wykorzystano technologie CCTV i starsze kamery
potgczone z systemami opartymi na chmurze w celu monitorowania
szeregu dziatan, w tym wykrywania wtargniecia na tory
kolejowe, =zarzadzania wielkoScig t*umu na peronach i
identyfikowania zachowan antyspotecznych, takich jak krzyki
lub palenie. Testy monitorowaty nawet potencjalne kradzieze
roweréw i inne incydenty zwigzane z bezpieczenstwem.
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Dane pochodzgce z tych systemédw mogtyby zostad wykorzystane do
zwiekszenia przychoddw z reklam poprzez ocene zadowolenia
pasazerdw poprzez ich stany emocjonalne, uchwycone, gdy osoby
przekroczyty wirtualne tripwires w poblizu barier
biletowych.Krytycy twierdzg, ze technologia ta jest zawodna 1
wzywajg do jej zakazania.

W ciggu ostatnich dwdéch lat osiem stacji kolejowych w Wielkiej
Brytanii przetestowato technologie nadzoru AI, z kamerami
CCTV, ktére majag ostrzegac¢ personel o incydentach zwigzanych z
bezpieczeristwem i potencjalnie zmniejszy¢ niektdre rodzaje
przestepstw.

Szeroko zakrojone testy, nadzorowane przez organ
infrastruktury kolejowej Network Rail, wykorzystywaty
rozpoznawanie obiektéw — rodzaj uczenia maszynowego, ktoére

moze identyfikowal elementy w kanatach wideo. W oddzielnych
testach wykorzystano czujniki bezprzewodowe do wykrywania
$liskich podtdég, petnych pojemnikéw i odptywow, ktdre mogg sie
przepetnic.

JWdrozenie i normalizacja nadzoru AI w tych przestrzeniach
publicznych, bez wiekszych konsultacji i rozméw, jest dos¢
niepokojgcym krokiem” — powiedziat* Jake Hurfurt, szef badan i
dochodzen w Big Brother Watch.

Wykorzystanie technologii do
wykrywania emocjli jest zawodne

Badacze sztucznej inteligencji czesto ostrzegali, ze
wykorzystanie technologii do wykrywania emocji jest
,Niewiarygodne”, a niektorzy twierdzg, ze technologia ta
powinna zostaé zakazana ze wzgledu na trudno$ci w ustaleniu,
jak ktos moze sie czu¢ na podstawie dzwieku lub obrazu. W
pazdzierniku 2022 r. brytyjski organ regulacyjny ds. danych,
Information Commissioner’s Office, wydat publiczne
oSwiadczenie ostrzegajgce przed stosowaniem analizy emocji,



méwigc, ze technologie te sa ,niedojrzate” i ,moga jeszcze nie
dziata¢, a nawet nigdy”.

Obroncy prywatnosci sg szczegdélnie zaniepokojeni
nieprzejrzystym charakterem 1 potencjatem nadmiernego
wykorzystania sztucznej inteligencji w przestrzeni
publicznej.Hurfurt wyrazit powazne obawy dotyczace
normalizacji takiego inwazyjnego nadzoru bez odpowiedniego
publicznego dyskursu lub nadzoru.

»Network Rail nie mia*a prawa wdrazac¢ zdyskredytowanej
technologii rozpoznawania emocji przeciwko nieswiadomym osobom
dojezdzajacym do pracy na niektérych z najwiekszych stacji w
Wielkiej Brytanii, a ja ztozytem skarge do komisarza ds.
informacji na temat tej proby” — powiedziat Hurfurt.

,Niepokojgce jest to, ze jako organ publiczny zdecydowat sie
na przeprowadzenie zakrojonej na szerokg skale préby nadzoru
AI stworzonego przez Amazon na kilku stacjach bez sSwiadomosci
publicznej, zwtaszcza gdy Network Rail zmieszat technologie
bezpieczenstwa z pseudonaukowymi narzedziami i zasugerowat, ze
dane moga by¢ przekazywane reklamodawcom” — dodat.

»Technologia moze odegra¢ role w zwiekszaniu bezpieczenstwa
kolei, ale potrzebna jest solidna debata publiczna na temat
koniecznosci i proporcjonalnosci stosowanych narzedzi. Nadzér
oparty na sztucznej inteligencji moze zagrozi¢ naszej
prywatnosci, zwtaszcza jes$li <zostanie niewtasSciwie
wykorzystany, a lekcewazenie tych obaw przez Network Rail
pokazuje pogarde dla naszych praw”.



Wojskowe korzenie Facebooka

Komentarz: Przeciez to jasne , ze nie ma czego$ takiego jak
geniusz, ktdéry napisat aplikacje i z zera zostat miliarderenm.
Bez opieki odpowiednich ludzi nie robi sie takiej kariery. Tak
samo z Gates’em — gdyby nie to Zze to byt SWO0J chtop, z
dziadkiem zwigzanym z klinikami aborcyjnymi, to by tez nie byt
promowany. Tak samo jak Owsiak. Krzysztof

Rosngca rola Facebooka w stale rozwijajgcym sie aparacie
nadzoru i ,przedkryminalnym” panstwie bezpieczenistwa
narodowego wymaga nowej analizy pochodzenia firmy i jej
produktéw w odniesieniu do poprzedniego, kontrowersyjnego
programu nadzoru prowadzonego przez DARPA, Kktéry byt
zasadniczo analogiczny do tego, co jest obecnie najwieksza na
Swiecie siecig spotecznosciowy.

W potowie lutego Daniel Baker, amerykanski weteran okreslany
przez media jako ,antytrumpowy, antyrzadowy, przeciwny biatej
supremacji i przeciwny policji”, zostat oskarzony przez wielka
tawe przysiegitych z Florydy o dwa zarzuty ,przekazywania
wiadomosci komunikat w handlu miedzystanowym zawierajgcy
grozbe porwania lub zranienia.”

Komunikat, o ktérym mowa, Baker umiescit na Facebooku, gdzie
stworzyt strone wydarzenia majgcg na celu zorganizowanie
zbrojnego wiecu w stosunku do zaplanowanego przez zwolennikdw
Donalda Trumpa 6 stycznia w stolicy Florydy, Tallahassee.
»,Jesli boisz sie umrzeé, walczy¢ z wrogiem, a potem zostan w
t6zku 1 zyj. Zadzwon do wszystkich swoich znajomych i
powstancie!” — napisat Baker na swojej stronie wydarzenia na
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Facebooku.

Sprawa Bakera jest godna uwagi, poniewaz jest to jedno z
pierwszych aresztowan ,przed przestepstwem” opartych wytacznie
na wpisach w mediach spotecznosciowych — logiczny wniosek
ptynacy z wysitkéw administracji Trumpa, a obecnie Bidena, na
rzecz normalizacji aresztowan osob za wpisy w Internecie, aby
zapobiec aktom przemocy, zanim bedg one mogty to zrobid.

zdarzyc. Poczawszy od rosngcego stopnia
Zaawansowania programow predykcyjnych dziatan
policyjnych Palantira, przedsiebiorstwa wywiadu
USA/kontraktora wojskowego , po formalne ogtoszenie przez

Departament Sprawiedliwo$ci programu zaktdcania i wczesnego
zaangazowania w 2019 r. po pierwszy budzet Bidena, ktéry
obejmuje 111 mln dolardw na $ciganie i zarzgdzanie ,rosngcg
liczbg spraw zwigzanych z terroryzmem krajowym” — Pod rzadami
kazdej administracji prezydenckiej po 11 wrzed$nia zauwazalny
byt staty postep w kierunku skupionej przed przestepczos$cia
,wojny z terroryzmem wewnetrznym”.

Ta nowa, tak zwana wojna z terroryzmem krajowym faktycznie
zaowocowata wieloma tego typu postami na Facebooku. I chociaz
Facebook od dawna starat sie przedstawiaé¢ siebie jako , rynek
miejski”, ktéry umozliwia nawigzywanie kontaktéw ludziom z
catego Swiata, gtebsze spojrzenie na jego pozornie wojskowe
pochodzenie 1 ciggte powigzania wojskowe ujawnia, ze []
najwieksza na sSwiecie sie¢ spotecznoSciowa zawsze miata
dziata¢ jako narzedzie nadzoru stuzgce identyfikowaniu i
zwalczaniu sprzeciwu w Kkraju.

Czes¢ 1 tej dwucze$Sciowej serii na temat Facebooka i
amerykanskiego stanu bezpieczehAstwa narodowego bada poczagtki
tej sieci medidéw spotecznosSciowych oraz czas i charakter jej
powstania w zwigzku z kontrowersyjnym programem wojskowym,
ktory zostat zamkniety tego samego dnia, w ktérym uruchomiono
Facebooka. Program, znany jako LifelLog, byt jednym z kilku
kontrowersyjnych programéw obserwacji po 11 wrzesnia,
realizowanych przez Agencje Zaawansowanych Projektoéw
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Badawczych w dziedzinie Obronnosci (DARPA) Pentagonu, ktéry
grozit zniszczeniem prywatnosci i swobdd obywatelskich w
Stanach Zjednoczonych, a jednoczesnie miat na celu zebranie
danych do celdw produkujacych ,humanizowang” sztuczng
inteligencje (AI).

Jak wykaze ten raport, Facebook nie jest jedynym gigantem z
Doliny Krzemowej, ktdrego poczatki scisle pokrywaja sie z ta
samg serig inicjatyw DARPA i ktdrego obecne dziatania stanowig
zarowno silnik, jak i paliwo dla zaawansowanej technologicznie
wojny z krajowym sprzeciwem.

Eksploracja danych DARPA dla

.,bezplieczenstwa narodowego” 1
yhumanizowania” sztuczne]j
inteligencji

W nastepstwie atakéw z 11 wrzesnia DARPA, w Scistej wspodtpracy
ze spoteczno$cig wywiadowczg USA (w szczegdélnosci z CIA),
rozpoczeta opracowywanie ,przedprzestepczego” podejscia do
zwalczania terroryzmu, znanego jako Total Information
Awareness (TIA). Celem TIA byto opracowanie
~wszystkowidzgcego” aparatu wojskowego nadzoru. Oficjalna
logika stojgca za TIA byta taka, ze [JJinwazyjna inwigilacja
catej populacji USA by*a konieczna, aby zapobiec atakom
terrorystycznym, zjawiskom bioterroryzmu, a nawet naturalnie
wystepujgcym epidemiom chordb.

Pomystodawcg TIA i cztowiekiem, ktéry przewodzit* jej podczas
jej stosunkowo krétkiego istnienia, byt John Poindexter |,
najbardziej znany z tego, ze byt doradcg Ronalda Reagana ds.
bezpieczenstwa narodowego podczas afery Iran-Contras i
zostat skazany za piel przestepstw w zwigzku z tym
skandalem. Mniej znang dziatalnoScig przedstawicieli Iran-
Contras, takich jak Poindexter 1 Oliver North, byto
opracowanie przez nich bazy danych Main Core do wykorzystania
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w protokotach ,ciggtosci rzadzenia”. Main Core zostat
wykorzystany do sporzadzenia listy amerykanskich dysydentéw i
.potencjalnych wichrzycieli”, z ktérymi nalezy sie uporaé¢ w
przypadku powotania sie na protokoty COG. Na protokoty
te mozna sie powotac¢ z réznych powoddéw, w tym z powodu
powszechnego sprzeciwu opinii publicznej wobec amerykanskiej
interwencji wojskowej za granicg, powszechnego sprzeciwu
wewnetrznego lub niejasno okreslonego momentu ,kryzysu
narodowego” 1lub ,czasu paniki”. Amerykanie nie byli
informowani, czy ich nazwisko znalazto sie na liscie, a dana
osoba mogta zosta¢ dodana do listy tylko dlatego, ze w
przesztosci brata udziat w protestach, nie ptacita podatkéw
lub mia*a inne, ,czesto btahe” zachowania uznawane za ,
nieprzyjazny” przez jego architektéw w administracji Reagana.

W Swietle tego nie by*o przesada, gdy felietonista , New York
Timesa” William Safire zauwazyt, ze dzieki TIA ,Poindexter
realizuje teraz swoje dwudziestoletnie marzenie: uzyskanie
mocy ,eksploracji danych” umozliwiajgcej szpiegowanie kazdego
publicznego 1 prywatnego dziatania kazdego Amerykanina”.

Program TIA spotkat sie ze znacznym oburzeniem obywateli po
jego ujawnieniu opinii publicznej na poczatku 2003 r. Wsréd
krytykéw TIA znalazta sie Amerykanska Unia WolnosSci
Obywatelskich, ktoéora twierdzita , ze [JJwysitki inwigilacyjne
»Zabijag prywatnos¢ w Ameryce”, poniewaz ,kazdy aspekt naszego
zycia bytby skatalogowane”, podczas gdy kilka medidéw gtéwnego
nurtu ostrzegato, ze TIA ,walczy z terroryzmem poprzez
przerazanie obywateli USA”. W wyniku naciskéw DARPA zmienita
nazwe programu na Terrorist Information Awareness, aby
brzmiata mniej jak panoptykon dotyczacy bezpieczenstwa
narodowego, a bardziej jak program skierowany szczegdlnie do
terrorystéw w epoce po 11 wrzes$nia.
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Logo Biura Swiadomo$ci Informacyjnej DARPA, ktdre nadzorowato
Total Information Awareness podczas jego krotkiego istnienia
Projekty TIA nie zostaty jednak w rzeczywistosci zamkniete, a
wiekszos¢ z nich zostata przeniesiona do tajnych tek Pentagonu
i spotecznosci wywiadowczej USA. Niektdére z nich, jak na
przyktad Palantir Petera Thiela , staty sie finansowane przez
wywiad 1 kierowaty przedsiewzieciami sektora prywatnego |,
podczas gdy inne pojawity sie ponownie po latach pod pozorem
walki z kryzysem zwigzanym z Covid-19.

Wkréotce po zainicjowaniu TIA podobny program DARPA nabierat
ksztattu pod kierownictwem bliskiego przyjaciela Poindextera,
menadzera programu DARPA Douglasa Gage'’a. Projekt Gage'a,
LifeLog, miat na celu ,zbudowanie bazy danych Sledzgcej cate
zycie danej osoby”, ktéra obejmowataby relacje i komunikacje
danej osoby (rozmowy telefoniczne, poczta itp.), jej nawyki
dotyczace korzystania z medidéw, zakupy i wiele innych w celu
zbudowania cyfrowy zapis , wszystko, co dana osoba méwi, widzi
lub robi”. LifelLog nastepnie pobierze te nieustrukturyzowane
dane 1 uporzadkuje je w , dyskretne odcinki " lub migawki,
jednoczesnie ,mapujac relacje, wspomnienia, wydarzenia i
doswiadczenia”.
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Wedtug Gage’'a i zwolennikdéw programu LifelLog stworzytby trwaty
i1 przeszukiwalny elektroniczny dziennik catego zycia danej
osoby, ktéory wedtug DARPA mégiby zostad¢ wykorzystany do
stworzenia ,cyfrowych asystentéw” nowej generacji i zaoferowad
uzytkownikom ,niemal idealng pamie¢ cyfrowa”. " Gage upierat
sie , ze nawet po zakoAczeniu programu poszczegdlne osoby
miatyby ,petna kontrole nad wtasnymi dziataniami zwigzanymi z
gromadzeniem danych”, poniewaz mogtyby ,decydowaé¢, kiedy
wtgczyé¢, a kiedy wytgczy¢ czujniki i kto udostepni dane”. 0d
tego czasu analogiczne obietnice dotyczgce kontroli
uzytkownikéw sktadali giganci technologiczni z Doliny
Krzemowej, ale wielokrotnie *amali je dla zysku i w celu
zasilania rzadowego aparatu nadzoru wewnetrznego.

Informacje, ktéore LifelLog zbierat na podstawie kazdej
interakcji danej osoby z technologig, bytyby %*gczone z
informacjami uzyskanymi z nadajnika GPS, ktéry sledzit i
dokumentowat 1lokalizacje danej osoby, czujnikow
audiowizualnych rejestrujgcych to, co dana osoba widziata i
méwita, a takze biomedycznych monitordéw oceniajgcych zdrowie
danej osoby. Podobnie jak TIA, LifelLog byt promowany przez
DARPA jako potencjalnie wspierajgcy ,badania medyczne i
wczesne wykrywanie pojawiajgcej sie epidemii”.

Krytycy w mediach gt*déwnego nurtu i poza nim szybko zwrécili
uwage, ze program nieuchronnie zostanie wykorzystany do
budowania sylwetek dysydentéw, a takze podejrzanych o
terroryzm. W potaczeniu z wielopoziomowym monitorowaniem oséb
przez TIA, LifelLog poszedt dalej, ,dodajac informacje fizyczne
(takie jak to, jak sie czujemy) 1 dane medialne (takie jak to,
co czytamy) do danych transakcyjnych”. Jeden z krytykéw, Lee
Tien z Electronic Frontier Foundation, ostrzegt wéwczas , ze
programy realizowane przez DARPA, w tym LifelLog, ,maja
oczywiste i tatwe Sciezki do wdrozenia w ramach bezpieczenstwa
wewnetrznego”.

W tamtym czasie DARPA publicznie utrzymywata , ze [JJLifelLog 1
TIA nie sg ze sobg powigzane, pomimo ich oczywistych
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podobienstw, oraz ze LifeLog nie bedzie wykorzystywany do
»tajnego nadzoru”. Jednakze w dokumentacji DARPA dotyczacej
LifeLog odnotowano, ze w ramach projektu ,bedzie mozna

wywnioskowa¢ o rutynach, zwyczajach i relacjach
uzytkownika z innymi ludzZzmi, organizacjami, miejscami i
przedmiotami oraz wykorzysta¢ te wzorce, aby utatwié¢ mu
zadanie”, w ktdrym uznano jego potencjalne zastosowanie jako
narzedzia masowej inwigilacji.

Oprocz mozliwosci profilowania potencjalnych wrogéw panstwa,
LifeLog miat inny cel, prawdopodobnie wazniejszy dla panistwa
zapewniajgcego bezpieczenstwo narodowe i jego partnerdw
akademickich - ,humanizacje” i rozwdj sztucznej
inteligencji. Pod koniec 2002 roku, zaledwie kilka miesiecy
przed ogtoszeniem istnienia LifelLog, DARPA opublikowata
dokument strategiczny szczegdétowo opisujacy rozwdj sztucznej
inteligencji poprzez zasilanie jej ogromnym strumieniem danych
z roznych Zrédet.

Projekty nadzoru wojskowego po 11 wrzesnia — LifelLog i TIA to
tylko dwa z nich — zapewnity ilosci danych, ktdérych uzyskanie
wczesniej byto nie do pomys$lenia, a ktdre mogityby potencjalnie
stanowi¢ klucz do osiggniecia hipotetycznej ,osobliwosci
technologicznej”. Dokument DARPA z 2002 r. omawia nawet
wysitki DARPA majgce na celu stworzenie interfejsu mézg-
maszyna, ktéry przesytatby ludzkie mysli bezposSrednio do
maszyn w celu rozwoju sztucznej inteligencji poprzez ciggte
zalewanie jej Swiezo wydobytymi danymi.

Jeden z projektédw przedstawionych przez DARPA, Cognitive
Computing Initiative, miat na celu rozwdj zaawansowanej
sztucznej 1inteligencji poprzez stworzenie ,trwatego,
spersonalizowanego asystenta poznawczego”, nazwanego pézniej
Perceptive Asystent, ktéry sie uczy , (PAL). PAL od samego
poczatku byt powigzany =z LifelLog, ktdérego pierwotnym
zamierzeniem byto zapewnienie ,asystentowi” sztucznej
inteligencji przypominajgcego cztowieka zdolnosci podejmowania
decyzji 1 rozumienia poprzez przeksztatcanie mas
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nieustrukturyzowanych danych w format narracyjny.

Przysz1li gtowni badacze projektu LifeLog odzwierciedlaja takze
koAcowy cel programu, jakim jest stworzenie humanizowanej
sztucznej 1inteligencji. Na przyktad Howard Shrobe z
Laboratorium Sztucznej Inteligencji MIT i jego éwczesny zespét
mieli by¢ Scisle zaangazowani w LifelLog. Shrobe pracowat
wczesniej dla DARPA nad ,ewolucyjnym projektowaniem ztozonego
oprogramowania”, zanim zostat zastepcg dyrektora Laboratorium
AI na MIT i posSwiecit swojg ditugg kariere na budowaniu
»Sztucznej inteligencji w stylu kognitywnym”. W latach po
odwotaniu LifeLog ponownie pracowat dla DARPA, a takze przy
projektach badawczych zwigzanych ze sztuczng inteligencja
zwigzanych ze spoteczno$ciag wywiadowczg. Ponadto laboratorium
AI na MIT by*o Sscisle powigzane z korporacjag z lat 80. XX
wieku i wykonawcg DARPA o nazwie Thinking Machines , ktéra
zostata zatozona przez wielu luminarzy laboratorium i/lub
zatrudniata wielu luminarzy laboratorium, w tym Danny’ego
Hillisa, Marvina Minsky’'ego i Erica Landera, 1 starata sie
budowa¢ superkomputery AI zdolne do myslenia na poziomie
ludzkim. Pd6zniej okazato sie, ze wszystkie trzy osoby byty
bliskimi wspdtpracownikami i/lub sponsorowanymi przez
powigzanego z wywiadem pedofila Jeffreya Epsteina, ktéry
rowniez hojnie przekazat darowizny na rzecz MIT jako
instytucji oraz byt gtdéwnym fundatorem i oredownikiem badan
naukowych zwigzanych z transhumanizmem.

Wkrétce po zamknieciu programu LifeLog krytycy obawiali sie,
ze podobnie jak TIA bedzie on kontynuowany pod inng nazwg. Na
przyktad Lee Tien z Electronic Frontier
Foundation powiedziat VICE w momencie anulowania LifelLog: ,Nie
zdziwitbym sie, gdybym dowiedziat sie, ze rzad w dalszym ciagu
finansowat badania, ktdére popchnety te dziedzine do przodu,
nie nazywajgc go LifelLog”.

Wraz z krytykami jeden z potencjalnych badaczy pracujgcych nad
LifeLog, David Karger z MIT, réwniez byt pewien, ze projekt
DARPA bedzie kontynuowany w nowej formie. Powiedziat* Wired ,
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ze ,Jestem pewien, ze takie badania bedg nadal finansowane z
innego tytutu. . . Nie moge sobie wyobrazic¢, ze DARPA
sporzuci” tak kluczowy obszar badawczy”.

Wydaje sie, ze odpowiedZ na te spekulacje nalezy do firmy,
ktéra uruchomita ustuge doktadnie tego samego dnia, w ktorym
Pentagon zamkngt LifelLog: Facebooka.

Swiadomo$¢ informacyjna Thiela

Po znacznych kontrowersjach i krytyce pod koniec 2003 roku TIA
zostata zamknieta i pozbawiona finansowania przez Kongres,
zaledwie kilka miesiecy po jej uruchomieniu. Dopiero poézniej
ujawniono, ze TIA tak naprawde nigdy nie zostata zamknieta ,
a jej rbézne programy zostaty potajemnie podzielone pomiedzy
sie¢ agencji wojskowych i wywiadowczych tworzgcych
amerykanskie panstwo zapewniajace bezpieczenstwo
narodowe. (Czes¢ z nich zostat*a sprywatyzowana.

W tym samym miesigcu, w ktérym TIA zostata zmuszona do zmiany
nazwy w zwigzku z rosngcymi sprzeciwami, Peter Thiel zatozyt
firme Palantir, ktdéra, nawiasem mowigc, opracowywata
podstawowe oprogramowanie panopticon, ktdrego TIA miata
nadzieje uzywac¢. Wkrétce po zatozeniu Palantir w 2003 r.
Richard Perle, notoryczny neokonserwatysta z administracji
Reagana i Busha oraz architekt wojny w Iraku, zadzwonit do
Poindextera z TIA i powiedziat, ze chce przedstawic¢ go
Thielowi i jego wspdtpracownikowi Alexowi Karpowi, obecnie
dyrektorowi generalnemu Palantir. Wedtug raportu magazynu New
York Poindexter , byt doktadnie ta osoba”, z ktdérg Thiel i Karp
chcieli sie spotkac, gtéwnie dlatego, ze ,ich nowa firma miata
podobne ambicje do tego, co Poindexter prébowat stworzyc¢ w
Pentagonie ” , czyli TIA . Podczas tego spotkania Thiel i Karp
starali sie ,wybra¢ mézg cztowieka obecnie powszechnie
postrzeganego jako ojciec chrzestny wspétczesnej inwigilacji”.
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Peter Thiel przemawia na Swiatowym Forum Ekonomicznym w 2013
r., Zrédto: Mirko Ries Dzieki uprzejmo$ci Swiatowego Forum
Ekonomicznego

Wkrotce po zatozeniu Palantira, cho¢ doktadny termin i
szczegb6ty inwestycji pozostajag ukryte przed opinig publiczna,
In-Q-Tel z CIA stat sie, obok samego Thiela, pierwszym
sponsorem firmy, przekazujac jej szacunkowg kwote 2 miliondw
dolardéw. Informacje o udziatach In-Q-Tel w Palantir zostang
podane do wiadomosci publicznej dopiero w potowie 2006 roku .

Pienigdze 1z pewno$cig sie przydaty. Ponadto Alex
Karp powiedziat New York Times w pazdzierniku 2020 r.:
.prawdziwg wartoscig inwestycji In-Q-Tel by*o to, ze zapewnita
ona Palantirowi dostep do analitykdéw CIA, ktérzy byli jego
zamierzonymi klientami”. Kluczowag postacig w inwestycjach In-
Q-Tel w tym okresie, w tym w inwestycji w Palantir, by*%
dyrektor ds. informacji CIA, Alan Wade, ktdéry byt gtownym
przedstawicielem spotecznosci wywiadowczej w zakresie Totalnej
Swiadomoéci Informacyjnej. Wade byt wczesniej

wspbétzatozycielem firmy Chiliad, dostawcy oprogramowania
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Homeland Security po 11 wrze$nia, wraz z Christine Maxwell,
siostrg Ghislaine Maxwell i cO6rka dziatacza Iran-Contras,
agenta wywiadu i barona medialnego Roberta Maxwella.

Po inwestycji In-Q-Tel CIA byta jedynym klientem Palantira az
do 2008 roku. W tym okresie dwaj czotowi inzynierowie
Palantira — Aki Jain i Stephen Cohen — podrézowali co dwa
tygodnie do siedziby CIA w Langley w Wirginii . Jain pamieta,
ze [JOw latach 2005-2009 odbyt* co najmniej dwieScie podrézy do
siedziby CIA. Podczas tych regularnych wizyt analitycy CIA
,testowali [oprogramowanie Palantira] i przekazywali opinie, a
nastepnie Cohen i Jain wracali do Kalifornii, aby je
ulepszyc¢”. Podobnie jak w przypadku decyzji In-Q-Tel o
inwestycji w Palantir, gtdéwny specjalista ds. informacji CIA
pozostat w tym czasie jednym z architektéw TIA. Alan Wade
odegrat kluczowg role w wielu z tych spotkanh, a nastepnie w
yudoskonalaniu” produktéw Palantir.

Obecnie produkty Palantir sg wykorzystywane do masowe]
inwigilacji, predykcyjnych dziatan policyjnych i innych
niepokojacych polityk amerykanskiego panstwa zapewniajgcego
bezpieczenstwo narodowe. Wymownym przyktadem jest znaczne
zaangazowanie Palantir w nowy program nadzoru nad $ciekami
prowadzony przez stuzbe zdrowia i opieke spoteczng, ktory po
cichu rozprzestrzenia sie w catych Stanach Zjednoczonych. Jak
zauwazono w poprzednim raporcie Unlimited Hangout , system ten
jest wskrzeszeniem programu TIA 0 nazwie
Biosurveillance. Przesyta wszystkie swoje dane do zarzadzanej
przez Palantir i tajnej platformy danych HHS Protect. Decyzja
o przeksztatceniu kontrowersyjnych programéw prowadzonych
przez DARPA w prywatne przedsiewziecia nie ograniczata sie
jednak do Palantira Thiela.

Powstanie Facebooka

Zamkniecie TIA w DARPA miato wptyw na kilka powigzanych
programéw, ktére rdéwniez zostaty zlikwidowane w wyniku


https://www.nytimes.com/interactive/2020/10/21/magazine/palantir-alex-karp.html
https://www.nytimes.com/interactive/2020/10/21/magazine/palantir-alex-karp.html

publicznego oburzenia wywotanego programami DARPA po 11
wrzesnia. Jednym z takich programéw byt LifelLog. Gdy wies$c o
programie rozeszta sie po mediach, wielu z tych samych
gtosnych krytykow, ktérzy zaatakowali TIA, =z podobna
gorliwoscig zaatakowato LifelLog, a Steven Aftergood =z
Federacji Amerykanskich Naukowcéw powiedziat woéwczas Wired ,
ze ,LifeLog ma potencjat, aby sta¢ sie czyms jak ,TIA w
kostkach”. Postrzeganie LifelLog jako czegos, co mogtoby okazacd
sie jeszcze gorsze niz niedawno odwotany TIA, miato wyrazny
wptyw na DARPA, ktdéra wtasnie anulowata zardéwno TIA, jak i
inny powigzany program po znacznych protestach opinii
publicznej i prasy.

Burza krytyki programu LifeLog zaskoczyta jego menadzera
programu, Douga Gage’a, a Gage w dalszym ciggu zapewniat, ze
krytycy programu ,catkowicie btednie scharakteryzowali” cele i
ambicje projektu. Pomimo protestéw Gage’a oraz potencjalnych
badaczy i innych zwolennikéw Lifelog, projekt
zostat publicznie porzucony 4 lutego 2004 r. DARPA nigdy nie
wyjasnita swojego cichego ruchu w celu zamkniecia Lifelog, a
rzecznik stwierdzit* jedynie, ze byto to powigzane z , zmiana
priorytetéw” dla agencji. W zwigzku z decyzjag dyrektora DARPA
Tony’ego Tethera o =zabiciu LifelLog, Gage powiedziat

p6zniej VICE : ,Mysle, ze TIA tak go poparzyta, ze [[nie
chciat mie¢ do czynienia z dalszymi kontrowersjami z
LifeLog. Smieré LifeLog byta szkoda uboczng zwigzanag ze
smiercig TIA.

Szczes$liwie dla zwolennikdéw celdw i ambicji LifelLog, firma,
ktéra okazata sie jej odpowiednikiem z sektora prywatnego,
narodzita sie tego samego dnia, w ktdrym ogtoszono zakonczenie
dziatalnosci LifelLog. 4 lutego 2004 r. Facebook, bedacy
obecnie najwieksza siecig spotecznosSciowg na
Swiecie, uruchomit swojg witryne internetowg i szybko wspiat
sie na szczyty medidw spotecznosciowych, pozostawiajac inne
owczesne firmy zajmujace sie mediami spotecznos$ciowymi w tyle.



https://web.archive.org/web/20161221083727/https://www.wired.com/2003/05/a-spy-machine-of-darpas-dreams/
https://web.archive.org/web/20161221083727/https://www.wired.com/2003/05/a-spy-machine-of-darpas-dreams/
https://web.archive.org/web/20161221023332/https://www.wired.com/2004/02/pentagon-kills-lifelog-project/
https://www.vice.com/en/article/vbqdb8/15-years-ago-the-military-tried-to-record-whole-human-lives-it-ended-badly
https://www.vice.com/en/article/vbqdb8/15-years-ago-the-military-tried-to-record-whole-human-lives-it-ended-badly
https://www.vice.com/en/article/vbqdb8/15-years-ago-the-military-tried-to-record-whole-human-lives-it-ended-badly
https://www.history.com/this-day-in-history/facebook-launches-mark-zuckerberg

Sean Parker z Founders Fund przemawia podczas konferencji
LeWeb w 2011 r., Zrédto: @Kmeron dla LeWebll @ Les Docks de
Paris

Kilka miesiecy po uruchomieniu Facebooka, w czerwcu 2004 roku,
wspbtzatozyciele Facebooka Mark Zuckerberg i Dustin Moskovitz
wprowadzili Seana Parkera do zespotu wykonawczego
Facebooka. Parker, wczesniej znany ze wspétzatozyciela
Napstera, pdZzniej potgczyt Facebooka z pierwszym inwestorem
zewnetrznym, Peterem Thielem. Jak wspomniano, Thiel w tym
czasie, w porozumieniu z CIA, aktywnie prébowat wskrzesid
kontrowersyjne programy DARPA, ktdére zostaty zlikwidowane w
poprzednim roku. Warto zauwazy¢, ze Sean Parker, ktory zostat
pierwszym prezydentem Facebooka, miat takze historie zwigzanag
z CIA, ktéra zwerbowata go w wieku szesnastu lat, wkrdtce po
tym, jak FBI przytapato go za wtamywanie sie do korporacyjnych
i wojskowych baz danych. Dzieki Parkerowi we wrzesniu 2004 r.
Thiel formalnie nabyt* akcje Facebooka o wartosci 500 000
dolardéw i zostat wtaczony do jego zarzadu. Parker utrzymywat
bliskie kontakty z Facebookiem i Thielem, a w 2006 roku
Parker zostat zatrudniony jako partner zarzadzajacy Thiel'’s
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Founders Fund.

Thiel i wsp6tzatozyciel Facebooka, Mosokvitz, zaangazowali sie
poza siecig spoteczno$ciowg dtugo po tym, jak Facebook zyskat
na znaczeniu, a fundusz =zatozycielski Thiela stat
sie znaczgcym inwestorem w firmie Moskovitz Asana w 2012 r.
Dtugotrwata symbiotyczna relacja Thiela ze wspdtzatozycielami
Facebooka rozcigga sie na jego firme Palantir, jak wynika z
danych informacje, ktéore uzytkownicy Facebooka
upubliczniajg, niezmiennie trafiajg do baz danych Palantir 1
pomagajg w napedzaniu silnika monitorujacego, ktéory Palantir
obstuguje garstke amerykanskich departamentéw policji, wojska
i stuzb wywiadowczych. W przypadku skandalu zwigzanego z
danymi Facebooka i Cambridge Analytica Palantir byt réwniez
zaangazowany w wykorzystywanie danych z Facebooka na potrzeby
kampanii prezydenckiej Donalda Trumpa w 2016 r.

Dzis, jak wykazaty niedawne aresztowania, takie jak
aresztowanie Daniela Bakera, dane z Facebooka maja poméc w
nadchodzgcej ,wojnie z terroryzmem krajowym”, biorgc pod
uwage, ze 1informacje wudostepniane na platformie sga
wykorzystywane do ,przed popetnieniem przestepstwa”
przechwytywania obywateli USA na szczeblu krajowym . W Swietle
tego warto zatrzyma¢ sie nad faktem, ze wysitki Thiela majace
na celu wskrzeszenie gtdéwnych aspektéw TIA jako jego wkasnej
prywatnej firmy zbiegty sie w czasie z tym, ze statl sie
pierwszym inwestorem zewnetrznym w czym$, co zasadniczo by%o
analogig do innego programu DARPA, gteboko powigzanego z TIA.

Facebook, front

Ze wzgledu na zbieg okolicznosci, ze Facebook uruchomit sie
tego samego dnia, w ktérym zamknieto LifelLog, pojawity sie
ostatnio spekulacje, ze Zuckerberg rozpoczat 1 uruchomit
projekt wspdlnie z Moskovitzem, Saverinem i innymi w drodze
zakulisowej koordynacji z DARPA 1lub innym organem. panstwa
bezpieczenstwa narodowego. Chociaz nie ma bezposrednich
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dowodéw potwierdzajgcych to doktadne twierdzenie, wczesne
zaangazowanie Parkera i Thiela w projekt, szczegdélnie biorac
pod uwage czas innych dziatan Thiela, ujawnia, ze [J[Qw rozwdj
Facebooka zaangazowane bytlo panstwo zapewniajgce
bezpieczenstwo narodowe. Dyskusyjne jest, czy Facebook od
samego poczatku miat by¢ analogiem LifelLog, czy tez stat sie
projektem medidéw spotecznosciowych, Kktory speiniat te
wymagania po jego uruchomieniu. To drugie wydaje sie bardziej
prawdopodobne, zwtaszcza biorgc pod uwage, ze Thiel
zainwestowatl takze w 1inng wczesng platforme medidw
spotecznosciowych, Friendster

Waznym punktem *gczgcym Facebooka i LifeLog jest pézniejsza
identyfikacja Facebooka z LifelLog przez samego architekta
DARPA tego ostatniego. W 2015 roku Gage powiedziat VICE , ze
,Facebook jest obecnie prawdziwg twarzg pseudo-
LifeLog”. Wymownie dodat: ,SkonAczy*o sie na udostepnianiu tego
samego rodzaju szczegétowych danych osobowych reklamodawcom i
brokerom danych, nie wywotujagc przy tym takiego sprzeciwu,
jaki wywotat Lifelog”.

Uzytkownicy Facebooka i innych duzych platform medidw
spotecznos$ciowych byli dotychczas zadowoleni, umozliwiajagc tym
platformom sprzedaz ich prywatnych danych, o ile dziatajg one
publicznie jako przedsiebiorstwa prywatne. Reakcja pojawita
sie naprawde dopiero wtedy, gdy takie dziatania zostaty
publicznie powigzane z rzagdem USA, a zwtaszcza z armig
amerykanska, mimo ze Facebook i inni giganci technologiczni
rutynowo udostepniajg dane swoich uzytkownikéow panstwu
zapewniajgcemu bezpieczenstwo narodowe. W praktyce réznica
pomiedzy podmiotami publicznymi i prywatnymi jest niewielka.

Edward Snowden, sygnalista NSA, w szczegdélnoSci ostrzegt w
2019 r., ze Facebook jest tak samo niegodny zaufania jak
wywiad USA, stwierdzajgc, ze ,wewnetrznym celem Facebooka,
niezaleznie od tego, czy podaje to publicznie, czy nie, jest
gromadzenie doskonatych zapisdéw zycia prywatnego w maksymalnym
stopniu mozliwosSci, a nastepnie wykorzysta¢ je do wzbogacenia
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wtasnego przedsiebiorstwa. I cholera, konsekwencje.

Snowden stwierdzit réwniez w tym samym wywiadzie, ze ,im
wiecej Google o Tobie wie, im wiecej wie o Tobie Facebook, tym
wiecej moze. . . tworzy¢ trwate zapisy zycia prywatnego, tym
wiekszy wptyw i wtadze maja na nas.” To podkresla, jak zaréwno
Facebook, jak 1 powigzane z wywiadem Google osiggnety wiele z
tego, co zamierzat LifelLog, ale na znacznie wiekszg skale, niz
pierwotnie przewidywata DARPA.

Rzeczywistos¢ jest taka, ze [J[Jwiekszo$¢ dzisiejszych duzych
firm z Doliny Krzemowej jest od samego poczagtku Scisle
powigzana z amerykanskim establishmentem zapewniajgcym
bezpieczenstwo narodowe. Godnymi uwagi przyktadami, poza
Facebookiem i Palantirem, sg Google i Oracle . Dzis$ firmy te
bardziej otwarcie wspétpracujg z agencjami wywiadu wojskowego,
ktore kierowaty ich rozwojem i/lub zapewniaty finansowanie na
wczesnym etapie, poniewaz sg wykorzystywane do dostarczania
danych niezbednych do napedzania nowo ogtoszonej wojny z
terroryzmem krajowym i towarzyszacymi mu algorytmami.

To nie przypadek, ze kto$ taki jak Peter Thiel, ktéry zbudowat
Palantir wraz z CIA i pomdgt zapewni¢ rozwdj Facebooka, jest
réwniez mocno zaangazowany w oparte na Big Data ,predykcyjne
dziatania policyjne” oparte na sztucznej inteligencji 1
podejsciu do inwigilacji i egzekwowania prawa, zardéwno za
posrednictwem Palantira, jak i jego inne inwestycje . TIA,
LifeLog oraz powigzane programy i instytucje rzgdowe 1
prywatne uruchomione po 11 wrze$nia zawsze miaty na
celu wykorzystanie przeciwko amerykanskiemu spoteczenstwu w
wojnie przeciwko sprzeciwowi. Zostato to zauwazone przez ich
krytykéw w latach 2003-2004 oraz ©przez tych,
ktérzy badali pochodzenie zwrotu ,bezpieczenstwa wewnetrznego”
w USA 1 jego powligzanie z przesziymi programami
,antyterrorystycznymi” CIA w Wietnamie i Ameryce tacinskiej.

Ostatecznie iluzja, ze [J[JFacebook 1 powigzane z nim firmy sg
niezalezne od amerykanskiego panhAstwa zapewniajgcego
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bezpieczenstwo narodowe, uniemozliwita rozpoznanie
rzeczywistosci platform medidow spotecznosciowych i ich od
dawna planowanych, ale ukrytych zastosowan, ktéore — jak
zaczynamy — zaczynajg wychodzi¢ na jaw po wydarzeniach z 6
stycznia. Teraz, gdy miliardy ludzi jest zmuszonych do
korzystania z Facebooka i medidw spoteczno$Sciowych w
codziennym zyciu, pojawia sie pytanie: czy gdyby dzis ta
iluzja zostata bezpowrotnie rozwiana, zrobitoby to réznice dla
uzytkownikédw Facebooka? A moze spoteczenstwo tak przyzwyczaito
sie do oddawania swoich prywatnych danych w zamian za
napedzane dopaming petle walidacji spotecznej, ze nie ma juz
znaczenia, kto ostatecznie bedzie przechowywat te dane?

Rzad przeswietli smartfony
Polakow. Klamka zapadita

Ida zmiany w prawie komunikacji elektronicznej. Dadza one
stuzbom specjalnym wieksze mozliwosci inwigilowania Polakoéw
poprzez zbieranie najrézniejszych danych o nich.

Rzgd dat zielone $wiatt*o zmianom w prawie komunikacji
elektronicznej. Dzieki nim stuzby specjalne otrzymajg nie
tylko dostep do danych 1lokalizacyjnych smartfonéw czy
billing6w, ale réwniez — jak informuje dziennik.pl — do tresci
przesytanych e-maili czy zapiséw rozméw na komunikatorach.
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Innymi stowy, do przesytania danych o nas do stuzb beda
zobowigzane nie tylko firmy telekomunikacyjne, ale
takze dostawcy poczty elektronicznej oraz innych ustug
internetowych. Rzad za pomoca nowego prawa chce pozyskiwad
dane, ktére pozwola na jednoznaczng identyfikacje uzytkownika
w sleci.

Jed$li zamierzasz zapytac¢, czy nowe przepisy beda zgodne z
prawem Unii Europejskiej, to spieszymy Z
odpowiedzig. Oczywiscie, ze nie beda. Co wiecej, jak
podaje Dziennik Gazeta Prawna, rzad doskonale zdaje sobie z
tego sprawe. Podsekretarz stanu w Kancelarii Prezesa Rady
Ministréw (KPRM) napisat w opinii do projektu nowych
regulacji, ze pogtebia on zakres niezgodnosci przepisow z
prawem UE. To jednak prawdopodobnie niczego nie zmienia w
ocenie autoréw nowego prawa.

Zrédko
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