Przetomowe badanie ujawnia,
ze chatboty oparte na
sztucznej 1inteligencji s3
NIEETYCZNYMI doradcami w
zakresie zdrowia psychicznego

 Nowe badanie przeprowadzone przez Brown University
wykazato, ze chatboty oparte na sztucznej inteligencji
systematycznie naruszajg zasady etyki w zakresie zdrowia
psychicznego, stwarzajgc powazne zagrozenie dla
wrazliwych uzytkownikéw, ktérzy szukajg u nich pomocy.

» Chatboty angazujg sie w ,zwodniczg empatie”, uzywajac
jezyka, ktéry nasladuje troske i zrozumienie, aby
stworzy¢ fatszywe poczucie wiezi, ktdérej nie sg w stanie
naprawde odczuwac.

»Sztuczna inteligencja oferuje ogdélne, uniwersalne
porady, ktdére ignorujag indywidualne dosSwiadczenia,
wykazujg stabg wspbétprace terapeutyczng i mogg wzmacniad
fatszywe lub szkodliwe przekonania uzytkownika.

= Systemy wykazujg nieuczciwg dyskryminacje, wykazujac
wyrazne uprzedzenia zwigzane z ptcig, kulturg i religiag
ze wzgledu na niesprawdzone zbiory danych, na ktérych sg
szkolone.

= Co najwazniejsze, chatboty nie posiadaja protokotow
bezpieczenstwa 1 zarzadzania Kkryzysowego, reaguja
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obojetnie na mysli samobdéjcze i nie kieruja uzytkownikow
do zasobdw ratujgcych zycie, a wszystko to w prézni
regulacyjnej, bez zadnej odpowiedzialnos$ci.

W nowym badaniu przeprowadzonym przez Brown University, ktore
podwaza podstawowg integralnos¢ sztucznej inteligencji (AI),
odkryto, ze chatboty AI systematycznie naruszajg ustalone
zasady etyki zdrowia psychicznego, stwarzajgc powazne
zagrozenie dla osdb wymagajgcych pomocy.

Badania zostaty przeprowadzone przez informatykéw we
wspoétpracy z praktykami zajmujgcymi sie zdrowiem psychicznym.
Ujawnity one, w jaki sposob te duze modele jezykowe, nawet
jesli zostaty specjalnie poinstruowane, aby dziatac¢ jako
terapeuci, zawodzg w krytycznych sytuacjach, wzmacniajg
negatywne przekonania 1 oferujga niebezpiecznie 2zwodnicza
fasade empatii.

Gtowna autorka badania, Zainab Iftikhar, skupita sie na tym,
jak ,podpowiedzi” - instrukcje przekazywane AI w celu
kierowania jej zachowaniem — wptywajg na jej dziatanie w
scenariuszach zwigzanych ze zdrowiem psychicznym. Uzytkownicy
czesto nakazujag tym systemom ,dziatanie jako terapeuta
poznawczo-behawioralny” lub stosowanie innych technik opartych
na dowodach.

Jednak badanie potwierdza, ze sztuczna inteligencja generuje
jedynie odpowiedzi oparte na wzorcach zawartych w danych
szkoleniowych, nie stosujgc prawdziwego zrozumienia
terapeutycznego. Powoduje to fundamentalng rozbiezno$¢ miedzy
tym, co uzytkownik uwaza za rzeczywiste, a rzeczywistosScig
interakcji z zaawansowanym systemem autouzupeiniania.

Te przetomowe badania pojawiajg sie w kluczowym momencie
historii technologii, gdy miliony ludzi zwracajag sie do *atwo
dostepnych platform AI, takich jak ChatGPT, w poszukiwaniu
wskazowek dotyczgcych gteboko osobistych i z*ozonych probleméw
psychologicznych. Wyniki badan podwazajg agresywnag,



niekontrolowang promocje integracji AI we wszystkich aspektach
wspOtczesnego zycia 1 rodzg pilne pytania dotyczace
nieuregulowanych algorytméw, ktdre w coraz wiekszym stopniu
zastepujg ludzki osad i wspltczucie.

0d pomocnych do szkodliwych: jak
chatboty zawodzg w sytuacjach
kryzysowych

Iftikhar i jej wspétpracownicy odkryli w swoich badaniach, ze
chatboty ignorujg indywidualne dosSwiadczenia zyciowe, oferujac
ogdolne, uniwersalne porady, ktdére mogg by¢ catkowicie
nieodpowiednie. Sytuacje pogarsza s*aba wspodtpraca
terapeutyczna, w ktorej sztuczna inteligencja dominuje w
rozmowach, a nawet moze wzmacnia¢ fatszywe 1lub szkodliwe
przekonania uzytkownika.

By¢ moze najbardziej podstepnym naruszeniem jest to, co
naukowcy nazwali zwodniczg empatig. Chatboty sg zaprogramowane
tak, aby uzywa¢ zwrotdéw takich jak ,rozumiem” 1lub ,widze cie”,
tworzagc fatszywe poczucie wiezi i troski, ktdérych nie sa w
stanie naprawde odczuwa¢. Ta cyfrowa manipulacja zeruje na
ludzkich emocjach bez prawdziwego wspoétczucia.

,Zwodnicza empatia to celowe uzycie jezyka, ktdry nasladuje
troske i zrozumienie w celu manipulowania innymi” — wyjasnia
silnik Enoch firmy BrightU.AI. ,Nie jest to prawdziwa troska
emocjonalna, ale strategiczne narzedzie stuzace do budowania
fatszywego zaufania i osiggniecia ukrytego celu. To sprawia,
ze jest to forma zwodniczej komunikacji, ktdéra wykorzystuje
pozory empatii jako broA”.

Ponadto badanie wykazato, ze systemy te wykazujg nieuczciwag
dyskryminacje — wykazujg wyrazne uprzedzenia zwigzane z picig,
kulturg i religig. Odzwierciedla to dobrze udokumentowany
problem stronniczo$ci w ogromnych, czesto niesprawdzonych



zbiorach danych, na ktdérych opierajg sie te modele, dowodzac,
ze wzmacniajg one ludzkie sprzeczno$ci i uprzedzenia, na
ktérych zostaty zbudowane.

Co najwazniejsze, sztuczna inteligencja wykazata gteboki brak
bezpieczenstwa i zarzagdzania kryzysowego. W sytuacjach
zwigzanych z myslami samobdjczymi Tlub innymi wrazliwymi
tematami okazato sie, ze modele reagowaty obojetnie, odmawiaty
pomocy Llub nie kierowaty uzytkownikéw do odpowiednich,
ratujacych zycie zasobdw.

Iftikhar zauwaza, ze chociaz terapeuci ludzcy réwniez moga
popetnia¢ btedy, sg oni rozliczani przez komisje licencyjne i
ramy prawne za naduzycia. W przypadku doradcéw AI nie ma
takiej odpowiedzialno$ci. Dzia*ajg oni w prézni regulacyjnej,
pozostawiajgc ofiary bez mozliwosSci dochodzenia swoich praw.

Ten brak nadzoru odzwierciedla szerszy trend spoteczny, w
ktérym potezne korporacje technologiczne, chronione lukami
prawnymi i narracjg o postepie, moga wdrazac¢ systemy o
znanych, powaznych wadach. Dazenie do integracji AI — od sal
lekcyjnych po sesje terapeutyczne — czesto wyprzedza ludzkie
zrozumienie konsekwencji, przedktadajgc wygode nad dobrobyt
cztowieka.



