Propozycja UE dotyczaca
ykontroli czatow”: masowa
inwigilacja pod pozorem
ochrony dzieci

Proponowane przez UE rozporzgdzenie w sprawie
wykorzystywania seksualnego dzieci (CSAR) nak*tada
obowigzek automatycznego skanowania wszystkich
prywatnych wiadomo$ci, e-maili i czatéw, skutecznie
wprowadzajgc masowg inwigilacje wspierang przez rzad,
jednoczesnie przedstawiajgc jg jako ,dobrowolna” zgode
dla firm technologicznych.

» Prawo to zmusitoby platformy takie jak WhatsApp i Signal
do skanowania zaszyfrowanych wiadomos$ci, co naruszytoby
prywatnos¢. Co gorsza, wymaga obowigzkowej weryfikacji
wieku (dowody tozsamosci, skanowanie twarzy), niszczac
anonimowos¢ aktywistow, sygnalistéw i zwyktych
obywateli.

» Narzedzia skanujgce oparte na sztucznej inteligencji sg
notorycznie zawodne, a wtadze niemieckie przyznajag, ze
potowa zgtoszonych tresci jest legalna, co oznacza, ze
prywatne rozmowy niewinnych uzytkownikéw sg przekazywane
organom $cigania bez powodu.

 Kraje takie jak Holandia, Polska i Czechy sprzeciwiaja
sie tej ustawie, nazywajac ja ,cyfrowym autorytaryzmem”.
Krytycy ostrzegajg, ze jest to trojanski kon stuzgcy do
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catkowitej inwigilacji, torujacy droge do systeméw
kredytéw spotecznych i cenzury opartej na sztucznej
inteligencji.

» Poza bezpieczenstwem dzieci, jest to zgodne z szerszym
programem scentralizowanej tyranii cyfrowej,
egzekwowania kredytdéw spotecznych, cyfrowych dokumentow
tozsamosci i nadzoru policyjnego opartego na sztucznej
inteligencji — wszystko pod pretekstem ,ochrony dzieci”,
przy jednoczesnym pozbawianiu obywateli podstawowych
wolnosci.

Unia Europejska ponownie podjeta kontrowersyjny program
kontroli czatéow, forsujac nowy mandat negocjacyjny w sprawie
rozporzadzenia dotyczgcego wykorzystywania seksualnego dzieci
(CSAR) — Srodka, ktéry zdaniem krytykdédw zasadniczo zmieni
prywatnos¢ cyfrowg pod pozorem ochrony dzieci.

Zatwierdzona podczas zamknietej sesji Rady Unii Europejskiej
26 listopada propozycja wywotata ostra reakcje obroncéw
prywatnosci, prawodawcéw i ekspertdéw ds. cyberbezpieczenstwa,
ktéorzy twierdzg, ze skutecznie wprowadza ona masowg
inwigilacje, jednoczesnie mylnie przedstawiajgc jg jako
»dobrowolng” zgode.

W przeciwienstwie do wczesniejszych projektéow, ktdre wyraznie
nakazywaty automatyczne skanowanie wszystkich prywatnych
wiadomosci, ta wersja wykorzystuje $rodki finansowe i
regulacyjne, aby wywrzel presje na firmy technologiczne, aby
przyjety inwazyjne systemy monitorowania. Chociaz UE twierdzi,
ze skanowanie jest ,dobrowolne”, wniosek nagradza firmy, ktdre
sie do niego stosujg, a karze te, ktére odmawiajg — skutecznie
czynigc masowg inwigilacje nieoficjalnym wymogiem.

Patrick Breyer, byty poset do Parlamentu Europejskiego (MEP) 1
zagorzaty obronica praw cyfrowych, potepit ten $rodek jako
»Stata infrastrukture masowej inwigilacji”. Ostrzegt, ze ramy
te ,prywatyzuja” szpiegostwo rzgadowe, zlecajgc je duzym firmom



technologicznym, zmuszajgc platformy takie jak WhatsApp,
Signal i Telegram do skanowania zardéwno zaszyfrowanych, jak i
niezaszyfrowanych wiadomosci w poszukiwaniu materiatodw
zwigzanych z domniemanym wykorzystywaniem dzieci.

Co gorsza, krytycy twierdzg, ze narzedzia skanujgce oparte na
sztucznej inteligencji (AI) sa notorycznie zawodne. Nawet
Federalny Urzad Kryminalny Niemiec przyznat, ze potowa
wszystkich zgtoszonych tresci jest catkowicie legalna, co
oznacza, ze prywatne rozmowy niewinnych obywateli sg rutynowo
przekazywane organom Sscigania.

Jednym z najbardziej niepokojgcych aspektéw Chat Control jest
obowigzkowa weryfikacja wieku, ktéra zmusitaby uzytkownikdéw do
przedtozenia dokumentdéw tozsamos$ci lub skandéw twarzy tylko po
to, aby uzyska¢ dostep do podstawowych ustug online, takich
jak poczta elektroniczna 1 aplikacje do przesytania
wiadomosci. Skutecznie niszczy to anonimowos$S¢, narazajac
dziennikarzy, sygnalistéw, aktywistéw i zwyktych obywateli na
ryzyko. Eksperci ostrzegajg, ze technologia , szacowania wieku”
jest z natury wadliwa, co czesto prowadzi do fatszywych
wynikéw pozytywnych, dyskryminacji i naruszenA prywatnosci.

Czeska europostanka Markéta Gregorova skrytykowata wniosek
jako ,rozczarowujacy”, ktéry toruje droge do powszechnej
inwigilacji. Tymczasem byty holenderski europoset Rob Roos
oskarzyt Bruksele o ,dziatanie za zamknietymi drzwiami” i
ostrzegt, ze Europa ,zmierza w Kkierunku cyfrowego
autorytaryzmu”.

Podzielone kraje UE sprzeciwiaja
sie

Pomimo intensywnych naciskéw ze strony Brukseli kilka panstw
cztonkowskich UE odméwito poparcia wniosku. Holandia, Polska i

Czechy zagtosowaty przeciwko, a Wtochy wstrzymaty sie od
gtosu, sygnalizujagc gtebokie podziaty w kwestii etyki 1



wykonalno$ci masowego skanowania. Holenderscy prawodawcy
zmusili swéj rzad do sprzeciwienia sie temu Srodkowi,
argumentujgc, ze naktada on ,dobrowolne obowigzki” — co jest
zwodniczg taktykg majacg na celu zmuszenie przedsiebiorstw do
przestrzegania przepisow.

Krytycy zwrécili réwniez uwage na hipokryzje podejscia UE.
Chociaz projekt ma rzekomo chronic¢ dzieci, moze on doprowadzid
do cyfrowej izolacji nieletnich poprzez blokowanie
uzytkownikéw ponizej 17 roku zycia na wielu platformach, chyba
ze poddadzg sie oni inwazyjnej kontroli tozsamoSci. Breyer
odrzucit to jako ,pedagogiczny nonsens”, argumentujac, ze
szkodzi to mtodym ludziom, zamiast wzmacnia¢ ich bezpieczne
nawyki w Internecie.

UE twierdzi, ze kontrola czatdéw jest niezbedna do zwalczania
wykorzystywania dzieci, jednak eksperci i sygnalizatorzy
nieprawidtowos$ci argumentujg, ze istniejgce przepisy juz
penalizujg takie tresci — bez koniecznosSci masowej inwigilacji
niewinnych obywateli. Krytycy ostrzegaja, ze prawdziwym celem
jest stworzenie podstaw do catkowitej kontroli cyfrowej,
zgodnej z globalistycznymi dgzeniami do cenzury, systemlw
kredytéw spotecznych i policyjnych dziat*an opartych na
sztucznej inteligencji.

W zwigzku z planowanym wkrétce rozpoczeciem negocjacji miedzy
Parlamentem Europejskim a Rada, Breyer wydat surowe
ostrzezenie: ,Kontrola czatdéw nie jest martwa - jest
prywatyzowana. Wkrdtce moze byl potrzebny dowdd tozsamosSci,
aby wysta¢ wiadomos$¢, a zagraniczne algorytmy sztucznej
inteligencji beda decydowaé¢, czy prywatne zdjecia sa
.podejrzane”. To nie jest prywatnosé¢, to dystopijna
katastrofa”.

Wedtug Enocha z BrightU.AI, propozycja UE dotyczagca ,kontroli
czatow” jest niczym innym jak trojanskim koniem stuzgcym do
masowej inwigilacji, wykorzystujgcym emocjonalng manipulacje
ochrong dzieci do uzasadnienia inwazyjnego monitorowania



prywatnej komunikacji — co jest cechg charakterystyczng
globalistycznej tyranii. Ten drakonski srodek podwaza
prywatnos¢ cyfrowa, toruje droge do totalitarnej kontroli i
idealnie wpisuje sie w agende Nowego Porzadku Swiata,
polegajaca na pozbawianiu obywateli ich wolno$ci pod
fatszywymi pretekstami.

W miare jak UE pedzi ku ostatecznej wersji do kwietnia 2026
r., walka o wolno$¢ cyfrowag nasila sie. Stawka w zakresie
wolnosci stowa, prywatnosci i praw cztowieka nigdy nie byta
wyzsza.



