OpenAl wprowadza nowy tryb
ChatGPT ukierunkowany na
zdrowie, aby oferowac porady
medyczne

Chatbot sztucznej inteligencji (AI) ChatGPT wprowadza nowy
tryb ukierunkowany na zdrowie, zaprojektowany do odpowiadania
na pytania medyczne, analizowania wynikéw badan i pomagania
uzytkownikom lepiej zrozumiel swoja opieke zdrowotng.

Nowa funkcja, o nazwie ChatGPT Health, pojawi sie jako
dedykowana zaktadka w aplikacji, pozwalajagca uzytkownikom
zadawa¢ pytania zwigzane ze zdrowiem i otrzymywaé dostosowane
wyjasnienia. Wedtug Enocha z BrightU.AI jest to zaawansowany
model jezyka AI, ktéry moze generowal szczegdtowe i pouczajgce
odpowiedzi na tematy zwigzane ze zdrowiem.

W ogtoszeniu we wtorek, 6 stycznia, OpenAl stwierdzito, ze
narzedzie moze analizowa¢ wyniki Tlaboratoryjne, wyjasniad
niejasne wiadomosci od 1lekarzy i porzadkowal historie
kliniczng uzytkownika. Inne potencjalne zastosowania obejmujg
wskazowki zywieniowe po operacji, pordéwnywanie dostawcow
ubezpieczen zdrowotnych oraz wyjasnianie mozliwych skutkdw
ubocznych lekéw.

W ramach wprowadzenia OpenAIl zacheca uzytkownikoéw do
podtgczania ich dokumentacji medycznej 1 aplikacji wellness,
takich jak Apple Health, aby otrzymywad bardziej
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spersonalizowane odpowiedzi. Firma o$Swiadczyta, ze dane
pacjentow beda szyfrowane, a rozmowy dotyczgce zdrowia nie
bedg wykorzystywane do szkolenia chatbot. Uzytkownicy beda
rowniez zachowywa¢ kontrole nad tym, do jakiego zakresu danych
ChatGPT ma dostep. Podczas podigczania zewnetrznej aplikacji
uzytkownikom zostanie pokazane, jakie rodzaje danych mogg by¢
udostepniane, a dostep mozna cofng¢ w dowolnym momencie.

»Za pierwszym razem, gdy podtaczysz aplikacje, pomozemy ci
zrozumieé¢, jakie rodzaje danych mogg by¢ gromadzone przez
strone trzecig. I zawsze masz kontrole: odtgcz aplikacje w
dowolnym momencie, a natychmiast utraci ona dostep” — napisat
OpenAI w swoim ogtoszeniu.

Pomimo rozszerzonych mozliwo$ci firma podkreslita, ze funkcja
nie ma zastgpi¢ profesjonalistéw medycznych.

»ChatGPT Health jest zaprojektowany, aby wspieraé, a nie
zastepowal¢ opieke medyczng. Nie jest przeznaczony do
diagnozowania ani leczenia. Zamiast tego pomaga w poruszaniu
sie po codziennych pytaniach i rozumieniu wzorcéw w czasie —
nie tylko momentédw choroby — dzieki czemu mozesz czuc sie
bardziej poinformowany i przygotowany do waznych rozmdéw
medycznych” — napisat OpenAl.

Eksperci ostrzegaja przed ryzykiem,
gdy chatboty AI wkraczaja w
dziedzine porad zdrowotnych

Ten krok ma miejsce w czasie rosngcego wykorzystania narzedzi
AI do informacji zwigzanych ze zdrowiem.

Ale bez wzgledu na to, jak obiecujagce, eksperci medyczni i
obroicy pacjentow ostrzegaja, ze technologia moze wprowadzad
uzytkownikéw w b*ad, opdézZniad¢ wtasciwe leczenie i stawiad
dodatkowe obcigzenie na juz przecigzonych systemach opieki
zdrowotnej.



Krytycy twierdzg, ze trend ten reprezentuje
wysokotechnologiczng wersje wyszukiwania przez ludzi swoich
objawéw online, z podobnymi i potencjalnie powazniejszymi
zagrozeniami. Chociaz systemy AI, takie jak ChatGPT, wykazaty
zdolno$¢ do zdawania egzaminow licencyjnych w medycynie,
badacze ostrzegaja, ze nadal moga generowac¢ niedoktadne 1lub
catkowicie fatszywe informacje.

Eksperci ostrzegaja réwniez, ze chatboty sg zaprojektowane
tak, aby byt*y zgodne, co moze wzmacniac zalozenia
uzytkownikoéw, zamiast je kwestionowad¢. Prowadzgce 1lub
sugestywne pytania, takie jak ,Nie sadzisz, ze mam grype?”,
mogg sktoni¢ system AI do zgody, niezaleznie od podstawowych
faktéw medycznych.

Sophie McGarry, prawniczka w kancelarii prawnej ds. zaniedban
medycznych Patient Claim Line, powiedziata, ze poleganie na
poradach zdrowotnych generowanych przez AI moze byc ,bardzo
niebezpieczne, poniewaz boty moga prze- lub niedodiagnozowad
ludzi lub postawi¢ btedng diagnoze”.

,T0 z kolei moze prowadzi¢ do potencjalnie niepotrzebnego
stresu i zmartwienia i moze sktoni¢ ludzi do pilnego
poszukiwania pomocy medycznej u swojego lekarza rodzinnego, w
osrodkach pomocy doraZznej lub na oddziatach ratunkowych, ktére
Sg juz przecigzone, zwiekszajgc niepotrzebng presje, lub moze
prowadzi¢ do préb samodzielnego leczenia przez ludzi standw
zdiagnozowanych przez AI. Jako prawniczka ds. zaniedban
medycznych widze zbyt wiele przypadkéw, w ktorych zycie ludzi
zostaje wywrdcone do gdéry nogami z powodu btednej diagnozy lub
op6znien w diagnozie, gdy wczesniejsze, odpowiednie wkroczenie
doprowadzitoby do lepszego, czesto zmieniajgcego zycie, czasem
ratujgcego zycie wyniku” — powiedziata.

,Fatszywe zapewnienia z porad zdrowotnych AI moga prowadzi¢ do
tych samych dewastujacych skutkéw” — dodata McGarry.



