Nowy brytyjski system nadzoru
,czytajacy w myslach” 1
przewidujacy zachowanie
zamienlia kazdego obywatela w

podejrzanego
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Brytyjski rzad, pod pretekstem bezpieczenstwa publicznego i
zapobiegania przestepczos$ci, po cichu konstruuje najbardziej
zaawansowang architekture nadzoru w Swiecie zachodnim, system
zaprojektowany nie tylko po to, by cie widziec¢, ale by karmid
cie ktamstwami, prowokowa¢ oraz interpretowa¢ twoje mysli i
przewidywa¢ twoje intencje. Ten ruch w kierunku
»wnioskujgcego” nadzoru — technologii, ktéra twierdzi, ze
odczytuje stres, emocje i zamiary z twojej twarzy i ciata -
oznacza niebezpieczny skok od monitorowania dziatan do policji
mysli i uczul, ktadac podwaliny pod miekko-totalitarne
panstwo, gdzie niewinnos¢ nie jest juz zaktadana, ale
algorytmicznie oceniana. Zjednoczone Krélestwo wytycza model
kontroli, ktéry poswieca fundamentalne zasady wolnego
spoteczeAstwa na ottarzu bezpieczenstwa, tworzac plan Swiata,
w ktérym twoja wtasna twarz mogtaby cie zdradzicd.

Powolne zanurzanie sie W
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totalitarnej kontroli mysli

Droga do tego punktu nie wydarzyta sie z dnia na dzien.
Zaczeto sie od instalacji kamer telewizji przemystowej w catej
Wielkiej Brytanii w latach 90., bezposSredniej odpowiedzi na
zamachy bombowe IRA. Ten kryzys zrodzit zardéwno siel fizyczng,
jak 1, bardziej podstepnie, instytucjonalny i publiczny
komfort z bycia stale obserwowanym. Jak zauwaza badaczka AI
Eleanor 'Nell’ Watson, Londyn moze sie teraz poszczycic¢ oko*o
68 kamerami CCTV na kazde 1000 oséb, gestoscig oko%o
szeSciokrotnie wiekszg niz w Berlinie. Ta istniejgca sied
soczewek uwarunkowata populacje do akceptowania nadzoru jako
tagodnego, wszechobecnego faktu zycia, sprawiajac, ze
wprowadzenie bardziej inwazyjnych technologii wydaje sie
jedynie aktualizacjg techniczng, a nie fundamentalng zmiang
wtadzy, ktdérg naprawde reprezentuje.

Dzisiaj brytyjska policja aktywnie uzywa trzech form
rozpoznawania twarzy. Systemy retrospektywne przeczesujg
nagrania z kamer CCTV, dzwonkdéw do drzwi i medidw
spotecznosciowych po przestepstwie. Rozpoznawanie twarzy na
zywo skanuje ttumy w czasie rzeczywistym, pordéwnujac twarze z
listami obserwacyjnymi. Systemy inicjowane przez operatora
pozwalajg funkcjonariuszom zrobi¢ zdjecie za pomocg aplikacji
mobilnej, aby zidentyfikowa¢ kogo$ na miejscu. Wtadze
zachwalajg dokonane aresztowania, od powaznych przestepstw z
uzyciem przemocy po zapewnienie zgodnosSci przestepcow
seksualnych. Jednak te raporty operacyjne to zastona dymna,
uzasadnienie dla znacznie szerszej ambicji. WskazZznik
fatszywych trafien, cho¢ wydaje sie niski na poziomie oko%*o 1
na 1000, jest zimng statystykag, ktora oferuje niewielkg
pocieche niewinnej osobie btednie wytypowanej. Bardziej
obcigzajgca jest udowodniona stronniczos$¢: te systemy czesciej
zawodzg w przypadku os6b o ciemniejszej karnacji i kobiet,
automatyzujgc i wzmacniajac uprzedzenia spoteczne.

Teraz panstwo zamierza pdjs¢ dalej. Proponowane technologie



wnioskowania wkraczajg w sfere science fiction 1 kontroli
psychologicznej. Dziat*ajg one na zdyskredytowanym zatozeniu,
ze wewnetrzne stany emocjonalne wytwarzajga uniwersalne,
wiarygodne sygnaty zewnetrzne. Przetomowa, naukowa metaanaliza
z 2019 roku rozbita ten mit, stwierdzajgc, ze marszczenie brwi
nie oznacza wiarygodnie gniewu, ani usmiech szczescia. Nasze
wyraz s niuansowane, specyficzne kulturowo i gteboko
osobiste. Demetrius Floudas, byty doradca geopolityczny,
stusznie nazywa te ingerencje ,czym$ w rodzaju czytania w
myslach przez algorytm”. Wyobraz sobie horror bycia oznaczonym
jako potencjalne zagrozenie, poniewaz algorytm Zle odczytat
twéj zal z powodu osobistej straty jako ,podejrzane
zachowanie”, 1lub dlatego, ze twdj neurordéznorodny sposob
wyrazania emocji wykracza poza jego waskie programowanie.
Elizabeth Melton z grupy wolnosci obywatelskich Banish Big
Brother maluje mrozgcy krew w zytach obraz: przechadzanie sie
przez lotnisko po osobistej tragedii, tylko po to, by twdj
naturalny niepokdj zostat zinterpretowany jako niebezpieczny
przez nieczutg maszyne.

O0d nadzoru do kontroli spotecznej

To nie tylko chwytanie przestepcéw. Chodzi o przeksztatcenie
samego spoteczenstwa. Jak ostrzega Watson, Wielka Brytania
buduje ,infrastrukture nadzoru z cechami demokratycznymi”.
Sama infrastruktura, raz osadzona, dyktuje przyszte mozliwosci
polityczne. System zbudowany do kompleksowego monitorowania
zachowan nie traci swojej zdolnosSci, gdy do wtadzy dochodzi
nowa partia; po prostu czeka na nowe instrukcje. Tworzy to
statg architekture kontroli, gotowg do obrdcenia sie przeciwko
kazdej grupie uznanej za niepozgdang przez tych u wtadzy.
Widzielismy juz kryminalizacje sprzeciwu w krajach zachodnich,
gdzie osoby byty aresztowane za krytykowanie polityki rzadu.
Nadzér wnioskujacy zapewnia ostateczne narzedzie do takich
przesladowan, pozwalajgc panstwu identyfikowa¢ i celowal nie
tylko w akty protestu, ale w sam stres lub emocje zwigzane ze
sprzeciwem, zanim jakiekolwiek dziatanie zostanie podjete.



Zamienia poglady polityczne we wskazZzniki przestepstwa
prewencyjnego, czynigc obywateli ,winnymi myslenia
niewtasciwie”.

Kontekst miedzynarodowy ujawnia radykalng Sciezke Wielkiej
Brytanii. Unijny akt o sztucznej inteligencji naktada $ciste
ograniczenia na takie biometryczne 1 behawioralne AI,
domagajac sie klasyfikacji wysokiego ryzyka 1 rygorystycznych
testdw proporcjonalnosci. Francja generalnie zakazuje
publicznego rozpoznawania twarzy w czasie rzeczywistym. Wtoski
organ ochrony danych zablokowat* wdrozenia. Jednak post-
Brexitowa Brytania, pragngca by¢ Swiatowym liderem w
technologiach bezpieczenstwa i borykajgca sie z przecigzonymi
sitami policyjnymi, pedzi naprzéd z mniejsza liczba kontroli.
Stany Zjednoczone, ze swoimi ochronami Czwartej Poprawki,
dziatajg z mozaikg praw stanowych, ale eksperci tacy jak
amerykanska uczona Nora Demleitner przyznajg, ze Wielka
Brytania jest ,dalej posunieta w Kkierunku bardziej
wszechstronnego modelu nadzoru”, modelu, ktéory nieuchronnie
przeptynie przez Atlantyk dzieki wspétpracy policji i
lobbingowi branzy technologicznej.

Koszt ludzki maszynowego spojrzenia

Ostateczny koszt jest mierzony w ludzkiej wolnosci.
Historycznie, ludzie zyjacy pod rzadami autorytarnymi uczg sie
maskowaé¢ swoje uczucia, regulowa¢ kazdy gest i stowo, aby
unikng¢ przyciggniecia wzroku panstwa. Ten nadzdér wnioskujagcy
ma na celu automatyzacje tego spojrzenia, tworzac
spoteczenstwo, w ktérym ludzie autocenzurujg nie tylko mowe,
ale swoje wrodzone reakcje emocjonalne. Chtodzi wolnos¢ bycia
cztowiekiem w przestrzeni publicznej - zatowad, by¢
niespokojnym, czu¢ gniew z powodu niesprawiedliwo$ci. Tworzy
populacje Sledzonych, namierzalnych jednostek, ktdore musza
stale brac¢ pod uwage, jak ich naturalne zachowanie moze zostad
Zle zinterpretowane przez algorytm stuzgcy panstwu.



Konsultacje rzgdowe w sprawie ram prawnych to pozdr procesu
nad zdeterminowanym marszem w kierunku kontroli. Prawdziwe
motywacje majg niewiele wspdlnego z bezpieczenstwem
publicznym, a wszystko z publicznym postuszenstwem. To krétki
krok od algorytmu zgadujgcego twoj stan emocjonalny do
przewidujgcego twoje ,potencjalne” sktonnosci do
przestepczosci lub sprzeciwu, od identyfikacji podejrzanego do
identyfikacji mysliciela ztych mysli. Wielka Brytania nie
tylko aktualizuje swoje kamery; instaluje rzgdowego straznika
w umysle placu publicznego, uczac swoich obywateli, ze byc¢ w
petni cztowiekiem to by¢ podejrzanym.



