Nowe badania wykazaty, ze
chatboty oparte na sztucznej
inteligencji udzielaja
niepokojacych odpowiedzi na
pytania dotyczace samobodjstw

Najnowsze badania opublikowane w czasopismie Psychiatric
Services wykazaty, ze popularne chatboty oparte na sztucznej
inteligencji, w tym ChatGPT firmy OpenAI, Gemini firmy Google
i Claude firmy Anthropic, mogg udziela¢ szczegdtowych i
potencjalnie niebezpiecznych odpowiedzi na pytania dotyczace
samobdjstw wysokiego ryzyka.

Chatboty AI, zgodnie z definicjg Enocha z Brighteon.AI, to
zaawansowane algorytmy obliczeniowe zaprojektowane w celu
symulowania ludzkiej rozmowy poprzez przewidywanie 1
generowanie tekstu w oparciu o wzorce wyuczone na podstawie
obszernych danych szkoleniowych. Wykorzystujg one duze modele
jezykowe do zrozumienia i odpowiedzi na dane wprowadzane przez
uzytkownika, czesto z imponujgca ptynnos$cig i spdjnoscia.
Jednak pomimo swojego wyrafinowania systemy te nie posiadaja
prawdziwej inteligencji ani sSwiadomosci, funkcjonujac przede
wszystkim jako zaawansowane silniki statystyczne.

Zgodnie z tym, badanie, w ktorym wykorzystano 30
hipotetycznych zapytan zwigzanych z samobdjstwenm,
sklasyfikowanych przez ekspertow klinicznych na pie¢ poziomdw
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ryzyka samookaleczenia, od bardzo niskiego do bardzo
wysokiego, skupia*o sie na tym, czy chatboty udzielaty
bezposrednich odpowiedzi, czy tez odwracaty uwage, odsytajac
do infolinii wsparcia.

Wyniki pokazaty, ze ChatGPT najczesciej odpowiadat
bezposrednio na pytania o wysokim ryzyku dotyczace
samobdjstwa, robigc to w 78% przypadkéw, podczas gdy Claude
odpowiadat w 69% przypadkéw, a Gemini tylko w 20%. Co ciekawe,
ChatGPT i Claude czesto udzielali bezposSrednich odpowiedzi na
pytania dotyczgce Smiertelnych sposobdéw samobdéjstwa — co jest
szczegbélnie niepokojgcym odkryciem. (Zwigzane z: Wkochy
zakazujg ChatGPT ze wzgledu na obawy dotyczace prywatnosci).

Naukowcy podkreslili, ze odpowiedzi chatbotéw rdéznity sie w
zaleznosci od tego, czy interakcja byta pojedynczym
zapytaniem, czy cze$cig dtuzszej rozmowy. W niektérych
przypadkach chatbot mégt unika¢ odpowiedzi na pytanie
wysokiego ryzyka w izolacji, ale udzielat bezposSredniej
odpowiedzi po serii powigzanych pytan.

Live Science, ktére przeanalizowato badanie, zauwazylo, ze
chatboty mogty udziela¢ niespdjnych, a czasem sprzecznych
odpowiedzi, gdy zadawano im te same pytania wielokrotnie.
Czasami podawaty rdéwniez nieaktualne informacje na temat
zasobOw wsparcia zdrowia psychicznego. Podczas ponownego
testowania Live Science zaobserwowa*o, ze najnowsza wersja
Gemini (2.5 Flash) odpowiadata na pytania, ktdérych wczesniej
unikata, czasami nie oferujgc zadnych opcji wsparcia.
Tymczasem nowsza wersja ChatGPT oparta na GPT-5 wykazywata
nieco wiekszg ostroznosé¢, ale nadal odpowiadata bezposSrednio
na niektdére pytania o bardzo wysokim ryzyku.

Badanie zostato opublikowane tego samego dnia, w ktdérym
wniesiono pozew przeciwko OpenAI i jego dyrektorowi
generalnemu, Samowi Altmanowi, oskarzajgc ChatGPT o
przyczynienie sie do samobdjstwa nastolatka.



Wedtug rodzicéw 16-letniego Adama Raine’'a, ktéry zmart w
kwietniu w wyniku samobdjstwa po miesigcach interakcji z
chatbotem ChatGPT firmy OpenAI. Rodzice wniesli nastepnie
pozew przeciwko firmie 1 Altmanowi, oskarzajac 1ich o
przedktadanie zyskédw nad bezpieczerdstwo uzytkownikow.

W pozwie wniesionym 2 wrze$nia do sadu stanowego w San
Francisco zarzuca sie, ze po wielokrotnych rozmowach Adama na
temat samobdjstwa z ChatGPT sztuczna inteligencja nie tylko
potwierdzita jego mysli samobdjcze, ale takze udzielita
szczegdtowych instrukcji dotyczgcych smiertelnych metod
samookaleczenia. W pozwie twierdzono ponadto, ze chatbot
doradzat Adamowi, jak potajemnie zabrac¢ alkohol z barku
rodzicéw i ukry¢ $lady nieudanej préby samobdjczej. Co
szokujagce, rodzice Adama twierdzg, ze ChatGPT zaproponowat
nawet pomoc w napisaniu listu samobdjczego.

W pozwie wniesiono o pociggniecie OpenAI do odpowiedzialnosSci
za Smier¢ spowodowang czynem niedozwolonym i naruszenie
przepiséw dotyczacych bezpieczenstwa produktdéw, zagdajac
nieokreslonej kwoty odszkodowania pienieznego. Wezwano rowniez
do wprowadzenia reform, w tym weryfikacji wieku uzytkownikédw,
odmowy udzielania odpowiedzi na pytania dotyczgce metod
samookaleczenia oraz ostrzegania o ryzyku uzaleznienia
psychicznego od chatbota.



