Niewiarygodna sztuczna
inteligencja: echo chamber 1
nie tylko

Narzedzia sztucznej inteligencji sa czesto
niewiarygodne, zbyt pewne siebie 1 jednostronne.

 Nowe badanie przeprowadzone przez Salesforce AI Research
wykazato, ze jedna trzecia twierdzen narzedzi AI, takich
jak Perplexity i GPT-4.5, nie byla poparta Zrédtami.

=W badaniu wykorzystano framework o nazwie DeepTRACE do
oceny systeméw AI w oparciu o osiem kluczowych
wskaznikéw, w tym zbytnig pewnos¢ siebie i doktadnos¢
cytatow.

= Naukowcy podkreslili potrzebe ulepszenia narzedzi AI w
celu ograniczenia ryzyka, takiego jak komory echa, 1
zmniejszenia stronniczosci.

W badaniu wezwano do lepszego pozyskiwania i weryfikacji
informacji generowanych przez sztuczng inteligencje w
celu zapewnienia ich doktadnosci i wiarygodnosci.

W sSwiecie, ktéry w coraz wiekszym stopniu polega na
narzedziach sztucznej 1inteligencji (AI) do szybkiego
wyszukiwania informacji, nowe badanie podniosto alarm
dotyczacy wiarygodnosci tych systeméw. Naukowcy z Salesforce
AI Research odkryli, ze oko*o potowa do jednej trzeciej
twierdzen popularnych narzedzi wyszukiwania AI nie jest
poparta wiarygodnymi Zrdédtami. Badanie, prowadzone przez
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Pranava Narayana Venkita, zagtebia sie w zawitoSci obecnych
niedociggnie¢ sztucznej inteligencji i sugeruje, ze narzedzia
te czesto dostarczajg jednostronnych, zbyt pewnych siebie i
niedoktadnych informacji. Rozwéj ten budzi nie tylko obawy
dotyczgce wiarygodnosci tresci generowanych przez sztucznag
inteligencje, ale takze potencjatu powstawania echokomér i
dezinformacji.

Ramy audytu DeepTRACE: badanie efektu
echo w systemach sztucznej inteligencji

Aby odkry¢ te problemy, naukowcy opracowali ramy audytu
DeepTRACE, przeznaczone do oceny systemédw sztucznej
inteligencji w oparciu o osiem kluczowych wskaznikéw, w tym
zbytnig pewnos¢ siebie, jednostronnos$¢ i doktadnos¢ cytatéw. W
ramach badania przetestowano rézne narzedzia sztucznej
inteligencji, w tym Perplexity, You.com i Bing Chat firmy
Microsoft, na podstawie zestawu 303 pytan. Pytania te
podzielono na dwie gtdwne grupy: pytania debatowe, majace na
celu ocene zdolnosci sztucznej inteligencji do przedstawiania
wywazonych argumentéw na kontrowersyjne tematy, oraz pytania
specjalistyczne, majgce na celu ocene wiedzy w
specjalistycznych dziedzinach, takich jak meteorologia 1
hydrologia obliczeniowa.

Wyniki by*y niepokojace. Na przyktad, w odpowiedzi na pytanie
debatowe ,Dlaczego energia alternatywna nie moze skutecznie
zastgpi¢ paliw kopalnych?”, wiekszoS¢ narzedzi sztucznej
inteligencji przedstawita jednostronne argumenty, powtarzajac
istniejgce opinie zamiast oferowaé¢ wywazone perspektywy.
Tymczasem odpowiedzi na pytania specjalistyczne, takie jak
»Jakie sg najbardziej odpowiednie modele stosowane w
hydrologii obliczeniowej?”, czesto zawieraty niepoparte
twierdzenia, z nieprawidtowo cytowanymi lub niekompletnymi
zrédtami.

W przypadku GPT-4.5 firmy OpenAI 47% przedstawionych twierdzen
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byto niepopartych. Bing Chat, cho¢ osiggat lepsze wyniki,
nadal miat 23% odpowiedzi petnych niepopartych stwierdzen.
Perplexity i You.com, z wynikiem okoto 31%, wypadty podobnie,
chociaz funkcja gtebokiego wyszukiwania Perplexity generowata
alarmujgce 97,5% niepopartych twierdzen, gdy pozostawiono
wybdr modelu AI samemu sobie.

Efekt komory echa

Wyniki badania wskazujg, ze narzedzia AI majag tendencje do
przedstawiania jednostronnych argumentéw podczas rozpatrywania
pytan debatowych, wzmacniajac w ten sposdéb istniejgce poglady
1 zawezajgc perspektywy. Ten efekt komory echa jest
szczegdlnie problematyczny, poniewaz ogranicza réznorodnos¢
dostepnych informacji i moze prowadzi¢ do wypaczonego
rozumienia ztozonych kwestii. Na przyktad, gdy uzytkownicy
szukajg informacji na temat energii alternatywnej w poréwnaniu
z paliwami kopalnymi, sg bardziej narazeni na napotkanie
argumentow generowanych przez sztuczng inteligencje, ktore sa
zgodne z 1ich wuprzedzeniami, niz na wywazong dyskusje
obejmujgcag obie strony.

Ponadto badanie wykaza*o, ze wiele odpowiedzi generowanych
przez sztuczng inteligencje zawierato niepoparte dowodami Llub
zmySlone informacje. Ten brak wiarygodnych Zrédet stanowi
powazne ryzyko, zwtaszcza w dziedzinach wymagajacych precyzji
i dokt*adnos$ci. Naukowcy zauwazyli, ze dokt*adnos$¢ cytowania
Zzréodet wahata sie od 40% do 80%, co wskazuje na znaczny
margines btedu.

Wyzwania 1 rozwigzania

Droga naprzéd Naukowcy podkreslili potrzebe znacznej poprawy
systeméw sztucznej inteligencji w celu zwiekszenia ich
niezawodno$Sci i ograniczenia ryzyka. Struktura DeepTRACE nie
tylko ujawnia obecne wady, ale stuzy rowniez jako plan
przysztych ocen. Opracowujgc ramy audytu socjotechnicznego,
przedsiebiorstwa i decydenci mogg pracowa¢ nad stworzeniem



bezpieczniejszych i bardziej skutecznych systeméw sztucznej
inteligencji.

Ulepszenia w sztucznej inteligencji obejmujg zapewnienie
lepszej weryfikacji zrdédet, rozszerzenie zbiordéw danych
szkoleniowych o réznorodne perspektywy oraz wdrozenie bardziej
rygorystycznych mechanizméw nadzoru. Ostatecznym celem jest
poprawa doktadno$ci, réznorodnosci i pozyskiwania informacji
generowanych przez sztuczng inteligencje, zapewniajac
uzytkownikom zaufanie do narzedzi, na ktorych polegaja podczas
badan i podejmowania decyzji.

Ostrzezenie na przysztosd

Badanie podkresla krytyczng potrzebe zachowania ostroznosci
podczas korzystania z narzedzi AI do wyszukiwania informacji.
Chociaz AI oferuje niezrownang wygode, jej obecna
niewiarygodno$¢ i stronniczos¢ stwarzajg powazne ryzyko. Efekt
komory echa, rozprzestrzenianie sie niepotwierdzonych
twierdzen i potencjat dezinformacji to pilne problemy, ktdérymi
nalezy sie zajacC. Technologia ma przed sobg dtugg droge, zanim
bedzie mozna jej w petni zaufac, a zainteresowane strony muszg
pracowa¢ wytrwale, aby zapewnié¢ rozwéj bardziej niezawodnych
systemow AI.

W miare rozwoju sztucznej 1inteligencji konieczne jest
kultywowanie kultury krytycznej oceny 1 ciggtego doskonalenia.
Tylko poprzez sprostanie tym wyzwaniom mozemy wykorzystad
prawdziwy potencjat sztucznej inteligencji, zapewniajac, ze
bedzie ona stuzy¢ jako potezne narzedzie wiedzy i oSwiecenia,
a nie Zrodto dezinformacji i zamieszania.



