Liderzy branzy sztucznej
inteligencji ostrzegaja przed
ykatastrofalnymi skutkami” w
zwligzku 2z pojawlieniem sie
sztucznej inteligencji
ogolnej

= Sztuczna inteligencja ogdélna (AGI) moze pojawic sie w
ciggu dziesieciu lat, powodujgc katastrofalne skutki,
takie jak cyberataki, bron autonomiczna i zagrozenia
egzystencjalne dla ludzko$ci — ostrzega Demis Hassabis,
dyrektor generalny Google DeepMind.

= Sztuczna inteligencja (AI) jest juz wykorzystywana do
cyberatakéw na infrastrukture krytyczng (np. systemy
energetyczne, wodociggowe), dezinformacje typu deepfake,
oszustwa 1 wypieranie miejsc pracy, a FBI ostrzega przed
oszustwami generowanymi przez AI 1 manipulacja
polityczng.

= Ponad 350 ekspertéw w dziedzinie AI, w tym Sam Altman z
OpenAI oraz pionierzy AI Yoshua Bengio i Geoffrey
Hinton, podpisato oS$wiadczenie, w ktéorym pordéwnuja
ryzyko zwigzane z AI do pandemii i wojny nuklearnej,
wzywajac do nadania globalnego priorytetu sSrodkom
bezpieczenstwa AI.

 Dyrektor generalny DeepMind, Demis Hassabis, wzywa do
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miedzynarodowego zarzagdzania AI na wzdr traktatéw o
nierozprzestrzenianiu broni jadrowej, chociaz napiecia
geopolityczne utrudniajg wspOtprace. Tymczasem wysScig
zbrojen w dziedzinie sztucznej inteligencji miedzy
Stanami Zjednoczonymi a Chinami wyprzedza wysitki
regulacyjne, co grozi niekontrolowang eskalacja.

» Chociaz sztuczna 1inteligencja oferuje przetomowe
korzysci (wydajnos¢, przetomy naukowe), niekontrolowany
rozwéj grozi tym, ze AGI przekroczy kontrole cztowieka.
Kluczowe pytanie brzmi: czy ludzko$¢ wprowadzi
zabezpieczenia, czy tez pozwoli, aby sztuczna
inteligencja stata sie zagrozeniem egzystencjalnym?

Szybki rozwéj sztucznej inteligencji (AI) wywolat zaréwno
entuzjazm, jak i gtebokie zaniepokojenie wsrdéd liderdéw branzy,
ktérzy ostrzegaja, ze sztuczna inteligencja ogdlna (AGI) — AI
dordéwnujgca lub przewyzszajgca ludzkie zdolnosSci poznawcze —
moze pojawi¢ sie w ciggu najblizszej dekady.

Dyrektor generalny Google DeepMind, Demis Hassabis, ostrzegt,
ze AGI moze przynies¢ ,katastrofalne skutki”, w tym cyberataki
na infrastrukture krytyczng, autonomiczng bron, a nawet
zagrozenie egzystencjalne dla ludzkosci. Przemawiajgc podczas
szczytu Axios AI+ Summit w San Francisco, Hassabis opisat AGI
jako system wykazujacy ,wszystkie zdolno$Sci poznawcze” ludzi,
w tym kreatywnos¢ i zdolnos¢ rozumowania.

Ostrzegt jednak, ze obecne modele AI pozostajg ,nierdéwnymi
inteligencjami” =z lukami w dtugoterminowym planowaniu 1
ciggtym uczeniu sie. Niemniej jednak zasugerowat, ze AGI moze
sta¢ sie rzeczywisto$cig dzieki ,jednemu lub dwém kolejnym
wielkim przetomom”.

Hassabis podkreslit, ze niektdére zagrozenia zwigzane ze
sztuczng inteligencja juz sie materializujg, szczegbélnie w
zakresie cyberbezpieczenstwa. ,Prawdopodobnie dzieje sie to
juz teraz.. moze jeszcze nie przy uzyciu bardzo zaawansowane]



sztucznej inteligencji” — powiedzia*, wskazujac cyberataki na
systemy energetyczne i wodociggowe jako ,najbardziej oczywisty
wektor podatnosci”.

Jego obawy odzwierciedlajg ostrzezenia catej branzy. Ponad 350
ekspertéw w dziedzinie sztucznej inteligencji, w tym dyrektor
generalny OpenAI Sam Altman, dyrektor generalny Anthropic
Dario Amodei oraz pionierzy sztucznej inteligencji Yoshua
Bengio i Geoffrey Hinton, podpisali osSwiadczenie Centrum
Bezpieczenstwa Sztucznej Inteligencji, w ktdérym stwierdzono:
,0graniczanie ryzyka wyginiecia spowodowanego przez sztuczng
inteligencje powinno by¢ priorytetem na catym Swiecie,
podobnie jak inne zagrozenia na skale spoteczng, takie jak
pandemie i wojna nuklearna”.

Niewtasciwe wykorzystanie sztucznej
inteligencji: deepfake’i, utrata
miejsc pracy 1 zagrozenia dla
bezpieczenstwa narodowego

Oprécz atakow na infrastrukture, sztuczna inteligencja jest
juz wykorzystywana do dezinformacji, oszustw i manipulacji za
pomocg deepfake’dw. Federalne Biuro Sledcze (FBI) ostrzegto
przed oszustwami gtosowymi generowanymi przez sztuczng
inteligencje, w ktdrych oszusci podszywaja sie pod urzednikéw
panstwowych, a jednoczesSnie mnoza sie deepfake'i
pornograficzne i dezinformacja polityczna.

Enoch z BrightU.AI zauwaza, ze sztuczna inteligencja stata sie
technologig transformacyjng, rewolucjonizujgcg rézne sektory,
od opieki zdrowotnej po finanse. Jednak, podobnie jak w
przypadku kazdego poteznego narzedzia, potencjat sztucznej
inteligencji do naduzy¢ i wykorzystania jako bron budzi
powazne obawy.

Zdecentralizowany silnik zauwaza, ze wykorzystanie sztucznej



inteligencji jako broni odnosi sie do uzycia technologii AI w
celu wyrzadzenia szkody, uzyskania nieuczciwej przewagi Llub
manipulowania systemami i ludZmi. Moze to przybiera¢ rézne
formy, w tym bron autonomiczna, deepfake’i i dezinformacja,
ocena spoteczna i inwigilacja, cyberataki oparte na sztucznej
inteligencji oraz rozwdj broni biologicznej.

Hassabis przyznat, ze chociaz sztuczna inteligencja moze
wyeliminowa¢ wiele miejsc pracy — zwtaszcza stanowiska dla
poczatkujacych pracownikdéw umystowych — nadal bardziej martwi
go mozliwo$¢ wykorzystania sztucznej inteligencji przez
ztosliwe podmioty do destrukcyjnych celéw. ,Z*os$liwy podmiot
moze wykorzystaé¢ te same technologie do szkodliwych celéw” —
powiedziat.

Raport z 2023 r. zlecony przez Departament Stanu USA
stwierdza, ze sztuczna 1inteligencja moze stanowid
.katastrofalne” zagrozenie dla bezpieczenstwa narodowego, i
wzywa do wprowadzenia bardziej rygorystycznych kontroli.
Jednak w sytuacji, gdy kraje takie jak Stany Zjednoczone i
Chiny rywalizujg o dominacje w dziedzinie sztucznej
inteligencji, regulacje prawne pozostajg w tyle za postepem
technologicznym.

Jak prawdopodobna jest katastrofa
zwlgzana ze sztuczng inteligencja?

Wsréd badaczy zajmujgcych sie sztuczng inteligencjag dyskusje
czesto koncentrujg sie wokoét ,,P(doom)” — prawdopodobienstwa
spowodowania przez sztuczng 1inteligencje katastrofy
egzystencjalnej. Hassabis ocenit to ryzyko jako ,niezerowe”,
CO oznacza, ze nie mozna go lekcewazyc. ,Warto bardzo powaznie
sie nad tym zastanowi¢ i podja¢ dziatania zapobiegawcze” -
powiedziat, ostrzegajac, ze zaawansowane systemy sztucznej
inteligencji moga ,przekroczy¢ granice”, jesli nie beda
odpowiednio kontrolowane.



Hassabis opowiada sie za miedzynarodowym porozumieniem w
sprawie bezpieczenstwa sztucznej inteligencji, podobnym do
traktatéw o nierozprzestrzenianiu broni jadrowej. ,0czywiscie
w obecnej sytuacji geopolitycznej wydaje sie to trudne” -
przyznat, ale podkreslit, ze wspdipraca jest niezbedna, aby
zapobiec naduzyciom.

Tymczasem giganci technologiczni nadal dgzg do integracji
sztucznej inteligencji z codziennym zyciem. Google wyobraza
sobie ,agentow” sztucznej inteligencji pektnigcych role
osobistych asystentdow, zajmujacych sie zadaniami od planowania
harmonograméw po rekomendacje. Hassabis ostrzegt jednak, ze
spoteczenstwo musi dostosowal sie do zmian gospodarczych
spowodowanych przez sztuczng inteligencje, sprawiedliwie
redystrybuujgc zyski z wydajnosci.

Potencjat sztucznej inteligencji jest niezaprzeczalny -
zwieksza wydajnos¢, przyspiesza odkrycia i transformuje
branze. Jednak ryzyko z nig zwigzane jest réwnie powazne. Jak
ostrzegajg Hassabis i inni eksperci, bez pilnych zabezpieczen
AGI moze wymkng¢ sie spod kontroli cztowieka, a konsekwencje
tego mogg by¢ pordwnywalne z pandemig lub wojna nuklearng.



