Google wycofuje streszczenia
medyczne AI po ujawnieniu
niebezpiecznych btedow
medycznych

Jesli kiedykolwiek poczutes dziwny bdél 1lub otrzymates
zagadkowy wynik badania laboratoryjnego, twoim pierwszym
instynktem byto prawdopodobnie otwarcie Google’'a, by szybko
uzyska¢ odpowiedzZz. Ten zaufany pasek wyszukiwania zaczat
jednak podawal streszczenia zdrowotne generowane przez AI,
ktére sg nie tylko btedne, ale tez niebezpiecznie mylgce.
Google zostat teraz zmuszony do cichego usuniecia niektdrych z
tych ,Przegladdéw AI” po tym, jak dochodzenie dziennika The
Guardian ujawnito, ze dostarczaty one niedoktadnych informacji
medycznych, ktére moga naraza¢ uzytkownikéw na powazne ryzyko.
Ten incydent ujawnia gtebokie zagrozenia zwigzane z poleganiem
na sztucznej inteligencji w sprawach zdrowotnych i podkres$la
narastajacy kryzys zaufania do gigantéw technologicznych, do
ktéorych zwracamy sie po fakty.

Najjaskrawsza porazka dotyczyta testow funkcji watroby. Gdy
uzytkownicy pytali Google o ,normalne zakresy”, Przeglad AI
przedstawiat ptaskga liste liczb bez zadnego kontekstu
dotyczacego wieku, ptci, pochodzenia etnicznego czy historii
medycznej. Eksperci medyczni zaalarmowali, ze jest to
niebezpieczne. Normalny wynik dla 20-latka moze by¢ sygnatem
ostrzegawczym dla 50-latka, ale AI brakuje subtelnos$ci, by
dostrzec réznice.
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Fatszywe poczucie bezpieczenstwa

Niebezpieczenstwo jest dwojakie. Osoba z wczesnym stadium
choroby watroby moze zobaczyé¢, ze jej wyniki mieszczg sie w
podanym przez AI ,normalnym” zakresie i zdecydowa¢ sie poming¢
kluczowg wizyte kontrolng, wierzagc, ze jest zdrowa. I
odwrotnie, ktos mogtby zostac wystraszony, by mysled, ze ma
powazny stan zdrowia, co wywotatoby niepotrzebny niepokédj,
stres psychiczny i potencjalnie ryzykowne, niepotrzebne dalsze
badania.

Reakcjg Google byto usuniecie Przegladdéw AI dla konkretnych
oznaczonych zapytan, takich jak ,jaki jest normalny zakres
badan krwi watroby”. Rzecznik firmy stwierdzit: ,Nie
komentujemy indywidualnych usunie¢ w ramach Wyszukiwarki. W
przypadkach, gdy Przeglgdom AI brakuje kontekstu, pracujemy
nad wprowadzeniem szerokich ulepszen, a takze podejmujemy
dziatania zgodnie z naszymi zasadami, gdy jest to wtasciwe”.
Naprawa byta jednak powierzchowna. British Liver Trust odkryt,
ze samo przeformutowanie pytania na ,zakres referencyjny 1ft”
(ang. liver function test) mogto spowodowal ponowne pojawienie
sie tej samej btednej informacji.

Iluzja autorytetu

Podstawowym problemem jest nieuzasadniony autorytet, jaki te
streszczenia projektujg. Umieszczone w kolorowym polu na samej
gérze wynikow wyszukiwania, powyzej linkdow do rzeczywistych
szpitali lub czasopism medycznych, majg wygladac definitywnie.
Jestesmy przyzwyczajeni do ufania najwyzszemu wynikowi. Jak
wyjasnita Vanessa Hebditch, dyrektor ds. komunikacji i
polityki w British Liver Trust: ,Przeglady AI przedstawiaja
liste testow pogrubiong czcionka, co sprawia, ze czytelnicy
mogg bardzo *atwo przeoczyl, ze te liczby mogg nawet nie by¢
wtasciwe dla ich badania”.

Hebditch przywitata z zadowoleniem usuniecia, ale ostrzegta



przed wiekszym problemem. ,Naszym wiekszym zmartwieniem w
zwigzku z tym wszystkim jest to, ze jest to wybieranie
pojedynczego wyniku wyszukiwania, a Google moze po prostu
wytgczy¢ Przeglady AI dla tego konkretnego przypadku, ale nie
rozwigzuje to wiekszego problemu Przegladdéw AI w kwestiach
zdrowotnych”. Inne niedoktadne streszczenia dotyczgce raka 1
zdrowia psychicznego podobno pozostajg aktywne.

Wada jest wbudowana w system. Jak doniést Ars Technica, Google
zbudowat Przeglagdy AI, aby podsumowywa¢ informacje z
najlepszych wynikéw w sieci, zaktadajac, ze wysoko oceniane
strony sg doktadne. To skierowato tresci optymalizowane pod
katem SEO (ang. Search Engine Optimization) 1 spam
bezposSrednio do AI, ktdéra nastepnie opakowata je w pewnym,
autorytatywnym tonie. Technologia odzwierciedla nie$cistosci
internetu i1 przedstawia je jako fakty.

Ten epizod przypomina, ze AI jest silnikiem predykcyjnym, a
nie profesjonalistg medycznym. Zgaduje, ktdére stowa powinny
nadejs¢, ale nie rozumie kontekstu, sSmiertelnosci ani ludzkiej
biologii. Na razie, gdy twoje zdrowie jest na szali,
najbezpieczniejszg drogg jest przewiniecie ponizej kolorowego
pudetka robota i klikniecie 1linku od prawdziwej,
odpowiedzialnej instytucji medycznej. Twoje dobre samopoczucie
jest zbyt wazne, by powierzac¢ je algorytmowi, ktory wcigz uczy
sie, jak mowic¢ prawde.



