Eksperci ostrzegaja: Sztuczna
inteligencja zagraza
przysztosci prywatnej

komunikacji

Postepy w sztucznej inteligencji i1 rosngca presja regulacyjna
stwarzajg nowe wyzwania dla aplikacji do prywatnego
przesytania wiadomosSci. Eksperci ostrzegajg, ze prywatnos¢
uzytkownikéw moze by¢ zagrozona.

W wywiadzie dla portalu Coin Telegraph przedstawiciele
zdecentralizowanej platformy komunikacyjnej Session ostrzegli,
ze AI, jesli zostanie zintegrowana na poziomie systemu
operacyjnego, moze potencjalnie obejs¢ szyfrowanie, narazajac
wrazliwe informacje na dostep ze strony nieprzejrzystych
systemow.

Ryzyko obejscia szyfrowania i utraty kontroli nad danymi

Alex Linton, prezes Session Technology Foundation, wyjasnit,
ze zdolnos¢ AI do analizowania 1 przechowywania danych
bezposrednio na urzadzeniach stwarza ,ogromne problemy =z
prywatnoscia i bezpieczenstwem”. Ostrzegt, ze prywatna
komunikacja moze sta¢ sie ,niemozliwa do prowadzenia na
przecietnym telefonie komérkowym czy komputerze”.

,Jesli [AI] zostanie zintegrowana na poziomie systemu
operacyjnego lub wyzszym, moze roéwniez catkowicie obejsc
szyfrowanie w Twojej aplikacji do przesytania wiadomosSci. Te
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informacje mogtyby byc¢ przekazywane do 'czarnej skrzynki’ AI,
a potem — Bog jeden wie, co sie z nimi stanie” — powiedziat
Linton.

Chris McCabe, wspo6tzatozyciel Session, podkreslit, ze wielu
uzytkownikéw nie jest sSwiadomych, w jaki sposéb ich dane sg
zbierane i wykorzystywane. Wskazat na niedawne wycieki danych,
w tym przypadku zewnetrznego dostawcy analityki danych dla
OpenAI, ktéry narazit informacje uzytkownikow i zwiekszyt
ryzyko atakéw phishingowych i socjotechnicznych. Zgromadzone
dane mogg by¢ wykorzystywane do manipulowania zachowaniami
ludzi, wptywania na decyzje lub napedzania reklam bez ich
zgody.

Linton skrytykowat réwniez prawodawcow, ktdrzy polegajg na
technologicznych gigantach odpowiedzialnych za wprowadzanie
takich technologii przy ksztattowaniu przepiséw o prywatnosci,
twierdzac, ze pogtebia to ryzyka dla prywatnosci uzytkownikéw.

Odpowiedz: zdecentralizowana komunikacja ,privacy-first”

Wywiad z Lintonem i McCabe odbyt sie w kontek$cie kontrowersji
wokdét unijnej legislacji ,Chat Control”, ktéra ma na celu
wprowadzenie obowigzku skanowania wiadomo$ci. Rozporzadzenie
to, formalnie czes¢ Aktu o ustugach cyfrowych (DSA), naktada
na duze platformy internetowe obowigzek szybkiego usuwania
nielegalnych tresci i daje uzytkownikom prawo do zgtaszania
problematycznych tresci.

Regulacja spotkata sie jednak z ostra krytyka obroncéw
prywatnosci. Aby przeciwdziata¢ tym zagrozeniom, Session
koncentruje sie na zdecentralizowanej komunikacji z naciskiem
na prywatnos¢.

Aplikacja jest open source, wykorzystuje szyfrowanie end-to-
end, usuwa identyfikujgce metadane i dziata bez centralnych
serweréw. Eliminujagc , posrednika”, Session ma na celu ochrone
uzytkownikéw przed inwigilacja, cenzurg i kontrolg



korporacyjnag.

,Istnieje ogromna presja, jesli zajmujesz sie tworzeniem
szyfrowanych komunikatorow lub szyfrowanych narzedzi w ogdle.
Proponowane lub uchwalane przepisy sa przyjmowane w wielu
jurysdykcjach” — powiedziat Linton. — ,Ludzie pracujgcy nad
tg technologig odczuwajg te presje, dlatego wazne jest, aby
096t spoteczenstwa zrozumiat, ze te narzedzia prébujg pomdc.
Prébuja chroni¢ Twoje informacje. Starajg sie, aby przestrzen
online byta lepszym miejscem”.

W miare jak integracja AI przyspiesza, a rzady badajg nowe
przepisy dotyczgce monitorowania, Linton i McCabe twierdza,
ze edukacja publiczna na temat narzedzi ochrony prywatnosci i
bezpiecznych praktyk komunikacyjnych jest coraz wazniejsza dla
ochrony praw cyfrowych.

,Wazne jest, abysmy przeciwstawiali sie tego typu gtebokiej
integracji AI we wszystkie nasze urzadzenia, poniewaz w tym
momencie po prostu nie wiesz juz, co dzieje sie na Twoim
urzgdzeniu” — podsumowat Linton.



