Czerwony ekran smierci:
automatyczny atak Google na
konkurenta, ktdérego nie udato
sie przejac

)

» Ustuga Bezpieczne przegladanie Google btednie oznaczyta
catg domene immich.cloud, na ktdérej znajduje sie
samodzielnie hostowana platforma fotograficzna Immich,
jako ,niebezpieczng”.

= Automatyczna blokada wyswietlata powazne czerwone ekrany
ostrzegawcze, skutecznie uniemozliwiajgc uzytkownikom 1
programistom dostep do wtasnych ustug.

» Zaznaczone adresy URL byty wewnetrznymi $rodowiskami
testowymi 1 podgladowymi dla projektu Immich, a nie
zXosliwymi witrynami przeznaczonymi do phishingu lub
oszustw.

=Pomimo pomysSlnego odwotania blokada =zostata
automatycznie przywrécona, zmuszajac zesp6t Immich do
migracji swoich systemdédw do nowej domeny, aby uniknac
dalszych zaktécen.

= Incydent ten podkres$la znaczng wtadze, jaka pojedyncza
korporacja ma nad dostepnoscig sieci, i budzi obawy
dotyczgce systemowego uprzedzenia wobec niezaleznego
oprogramowania skupionego na prywatnosci.

W ramach dziatania, ktdére podkresla niebezpieczenstwa zwigzane
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ze scentralizowang kontrolag nad internetem, automatyczne
systemy bezpieczenstwa Google niedawno btednie zidentyfikowaty
Immich, znang alternatywe dla Google Photos, jako
niebezpieczny podmiot. Incydent, ktéry miat miejsce w
pazdzierniku 2025 r., spowodowal, ze ustuga Bezpieczne
przegladanie Google zablokowat*a dostep do catej domeny
immich.cloud, wyswietlajgc powazne ostrzezenia, skutecznie
dtawigc ustuge zaprojektowana, aby oferowa¢ uzytkownikom
ucieczke od korporacyjnego gromadzenia danych. Dla zwolennikéw
prywatnosci i rosnagcej liczby uzytkownikéw rozczarowanych
wielkimi firmami technologicznymi b*edne oznaczenie legalnego
projektu open source stanowi surowe przypomnienie o wtadzy,
jakag posiada pojedyncza firma, dyktujgc, co jest bezpieczne 1
dostepne w otwartej sieci.

Automatyczny straznik zawodzi

Ustuga Bezpieczne przeglgdanie Google jest zintegrowana z
gtéwnymi przegladarkami internetowymi, w tym Chrome i Firefox,
gdzie dziata jako automatyczny straznik przed ztos$liwymi
stronami internetowymi. Jego celem jest ochrona uzytkownikéw
przed oszustwami phishingowymi i z*osliwym oprogramowaniem.
Jednak w tym przypadku system wzigt na celownik Immich,
platforme, ktdéra wumozliwia uzytkownikom hostowanie i
zarzgdzanie bibliotekami zdje¢ na wtasnych serwerach, chronigc
dane osobowe przed korporacjami. System oznaczyt wewnetrzne
strony podglgdu i testowania Immich jako oszukancze,
twierdzgc, ze ,prébujg one naktonié¢ uzytkownikéw do wykonania
niebezpiecznych czynnosci”. W rezultacie pojawito sie
ostrzezenie ,czerwony ekran $mierci”, ktére zniechecito
wiekszos¢ wuzytkownikéw do kontynuowania dziatania,
uniemozliwiajac dostep zaréwno zespotowi programistéw, jak i
uzytkownikom. Jedynym rozwigzaniem dla zespotu Immich byto
ztozenie odwotania do Google za poSrednictwem Google Search
Console, co samo w sobie zmusza niezaleznych programistéw do
polegania na tym samym ekosystemie, ktéry prébuja omingc.



Systemowy wzorzec stronniczosci

Sytuacja Immich nie jest odosobnionym przypadkiem. Pasuje ona
do udokumentowanego schematu, w ktérym platformy open source i
samodzielnie hostowane s3 poddawane nieproporcjonalnej
kontroli przez automatyczne filtry kontrolowane przez duze
firmy technologiczne. Inne znane projekty, takie jak Jellyfin,
Nextcloud i YunoHost, zgtosity podobne nieuzasadnione blokady.
Ta powtarzajgca sie kwestia sugeruje fundamentalng wade w
sposobie szkolenia i dziatania tych automatycznych systeméw;
wydajg sie one nieprzygotowane do doktadnej oceny legalnosci
oprogramowania, ktdére istnieje poza gtdédwnym nurtem
komercyjnego ekosystemu aplikacji. Konsekwencje sg powazne:
jedna decyzja algorytmiczna moze uniemozliwié¢ dostep do catego
projektu, ograniczajac wybor uzytkownikéw i hamujgc innowacje
w dziedzinie technologii prywatnos$ci. Ta dynamika tworzy
nierdwne warunki konkurencji, w ktdérych alternatywy dla ustug
wielkich firm technologicznych sg sztucznie ograniczane przez
kontrole dostepu sprawowang przez ich konkurentow.

Historyczny kontekst kontroli danych

Walka o kontrole nad danymi uzytkownikéw nie jest niczym
nowym, ale nasilita sie wraz z konsolidacjg infrastruktury
internetowej w rekach kilku korporacji. Przez lata firmy takie
jak Google budowaty ogromne imperia finansowe w oparciu o dane
uzytkownikéw, oferujagc ,bezptatne” ustugi w zamian za
szczeg6towe profile indywidualnych zachowan, zainteresowan i
ruchéw. Ten model biznesowy napedzat powszechny kapitalizm
nadzoru, w ktérym uzytkownik jest produktem. Rozwdj
oprogramowania hostowanego samodzielnie stanowi bezposrednie
wyzwanie dla tego paradygmatu, promujgc przysztosé¢, w ktdrej
jednostki sg wtascicielami swojego cyfrowego zycia. Incydenty
takie jak blokada Immich pokazujg, ze ustalone sity posiadaja
nie tylko dane, ale takze kontrole nad infrastrukturg, ktdra
moze potencjalnie tXumi¢ konkurencyjne modele, ktdre
priorytetowo traktujg suwerennos¢ uzytkownikodw.



= Zesp6t Immich zostat* zmuszony do przeniesienia swoich
systemow podgladu do nowej domeny immich.build.

Pierwotna domena immich.cloud byta wielokrotnie
oznaczana, nawet po pomyslnych odwotaniach.

- Podkresla to reaktywne i czesto nieskuteczne Srodki
odwotawcze dostepne dla programistdéw, ktdérzy zostali
ztapani w automatyczne filtry.

Wezwanie do zdecentralizowanej odpornosci

Rozwigzaniem na razie byto taktyczne wycofanie sie
programistéw Immich, ktdérzy przeniesli swoje $rodowiska
podglgdu do nowej domeny, aby unikngé¢ automatycznych
wyzwalaczy Google. Nie rozwigzuje to jednak problemu
systemowego. Epizod ten stanowi mocny argument za dalszym
rozwojem 1 wdrazaniem zdecentralizowanych technologii 1
protokotéw open source, ktdére nie podlegajg kaprysom zarzadu
korporacji. W miare jak coraz wiecej oséb dazy do odzyskania
swojej cyfrowej autonomii, odpornos¢ catego ruchu zalezy od
budowy infrastruktury, ktéra jest w jak najwiekszym stopniu
niezalezna od scentralizowanych straznikéw. Celem jest
stworzenie sieci, w ktdrej bezpieczenstwo uzytkownikéw nie
jest roéwnoznaczne z kontrolg korporacyjna, a prywatnos¢ nie
jest btednie uznawana za zagrozenie.

Odzyskiwanie cyfrowych dobr wspolnych

Btedne oznaczenie Immich to coS$ wiecej niz tymczasowa usterka
techniczna; jest to symptom znacznie wiekszego konfliktu
dotyczagcego przysztosci internetu. Ujawnia on nieodtgczne
ryzyko zwigzane =z przyznaniem pojedynczemu podmiotowil
uprawnien do definiowania bezpieczenstwa catej sieci. Dla
spoteczenstwa coraz bardziej swiadomego wartosci prywatnos$ci
danych 1 niebezpieczehAstw zwigzanych =z kontrola
monopolistyczng, incydent ten jest sygnatem alarmowym. Droga
naprzéd polega na wspieraniu i inwestowaniu w zrdéznicowany
ekosystem narzedzi, ktére wzmacniajg pozycje uzytkownikoéw,



sprzyjajg prawdziwej konkurencji 1 zapewniajg, ze cyfrowa
przestrzen publiczna pozostaje otwarta i dostepna dla
wszystkich, a nie tylko dla tych, ktérzy dostosowujg sie do
norm najwiekszych platform technologicznych.



