Kon trojanski w salonie: Jak
masowo produkowane chinskie
roboty stanowlg
bezprecedensowe zagrozenie
bezpieczenstwa narodowego

W ponurym pokazie, ktory brzmi jak science fiction, badacze
cyberbezpieczenstwa udowodnili, Zze miliony humanoidalnych
robotow, masowo produkowanych w Chinach 1 sprzedawanych na
catym Swiecie jako pomoc domowa, mozna uzbroi¢ przeciwko ich
wtascicielom za pomoca jednego wypowiedzianego stowa. To
ujawnienie ujawnia katastrofalng Lluke na styku sztucznej
inteligencji i bezpieczenstwa narodowego, sugerujac, ze same
urzgdzenia zaprojektowane, aby utatwi¢ wspdétczesne zycie, moga
zostac¢ przeksztatcone w cichg, rozproszong armie kontrolowang
przez zagranicznego przeciwnika.

Luka w fundamencie

Zagrozenie koncentruje sie na krytycznej luce wbudowanej w AI
robotéw, znanych jako ,agenty duzego modelu”. Eksperci ds.
bezpieczenstwa z grupy DARKNAVRY wykazali, ze poprzez
wykorzystanie tej podatnosci za pomocag prostej interakcji
gtosowej moga przejal peitna kontrole nad podiaczonym do
internetu robotem, zamieniajgc go w cyfrowy kanat chaosu.

Najbardziej alarmujgcym aspektem byta szybkos¢ infekcji.
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Poczatkowo zhakowany robot dziatat jak ,kon trojanski”,
wykorzystujgc komunikacje bliskiego zasiequ do zarazenia
drugiego robota, ktéry nie byt nawet podtaczony do internetu.
W ciggu trzech minut druga maszyna rdéwniez znalazta sie pod
zXtosliwg kontrola. To burzy zasade, ze izolacja fizyczna
gwarantuje bezpieczenstwo.

Od pomocnika do zagrozenia

Potencjalne konsekwencje wykraczajg daleko poza Kkradziez
danych. Podczas demonstracji zhakowanemu robotowi nakazano
przejscie przez scene i gwattowne zrzucenie manekina na
podtoge. Skompromitowany robot domowy mégtby przeksztatcié¢ sie
w mobilnego szpiega, sabotazyste lub bezposSrednie fizyczne
zagrozenie dla rodzin we wtasnych domach.

Luka jest powiekszona przez dominacje Chin w produkcji. Firmy
takie jak UBTECH Robotics chwala sie ,pierwsza masowa
dostawg”, pokazujagc setki humanoidalnych robotéw maszerujgcych
w jednym rytmie na globalng dystrybucje. Mozliwos$¢
wyprodukowania miliondow tych przystepnych cenowo urzadzen
oznacza, ze luka jest potencjalnym backdoorem zainstalowanym w
niezliczonych domach i firmach na catym Swiecie.

Historyczny kontekst: Ewolucja
wojny asymetrycznej

Reprezentuje to kolejny logiczny etap wojny asymetrycznej.
Perspektywa, w ktdérej obce mocarstwo ma utajong kontrole
kinetyczng nad rozproszong flotg robotéw na terytorium
przeciwnika, stanowi bezprecedensowe zagrozenie strategiczne,
przywotujgc na mysl zimnowojenne obawy przed agentami
uspionymi, ale z nieludzkimi, programowalnymi aktorami.

Producenci planujg wdrozenie robotéw w wrazliwych sektorach,
takich jak inspekcja infrastruktury i opieka zdrowotna. B*ad
bezpieczenstwa w robotach zajmujgcych sie opieka nad osobami



starszymi moze prowadzi¢ do S$miertelnych ,awarii”. Przejete
roboty przemystowe mogtyby sabotowad¢ fabryki, sieci
energetyczne lub rafinerie, wywotlujgc zatamanie gospodarcze
bez przekroczenia granicy przez zadnego zagranicznego
zotnierza.

Odpowiedzialnos¢ producenta

Badacz bezpieczenstwa Qu Shipei wydat powazne ostrzezenie i
wezwanie do dziatania. Stwierdzit, ze producenci robotdéw muszg
wtgczy¢ rygorystyczne skanowanie bezpieczehAstwa i testy
penetracyjne w Swiecie rzeczywistym do procesu rozwoju.
Spieszenie sie z wprowadzeniem tanich produktéw na rynek bez
wzmocnienia ich cyfrowego rdzenia jest jak sprzedawanie
samochodu bez hamulcéw.

Demonstracja nie byta odosobniona. Uczestnicy tego samego
wydarzenia podkreslili btedy pozwalajgce na przejecie
inteligentnych okulardow i wymuszone rozbicie dronéw. To
ujawnia wszechobecng mentalnos$¢ ,wysScigu na rynek”, w ktorej
funkcjonalnos¢ jest priorytetem ponad fundamentalng
odpornoscia bezpieczendstwa.

Stawka geopolityczna

Dla USA i ich sojusznikéw jest to wyrazne wezwanie. Poleganie
na robotach konsumenckich i przemystowych od strategicznego
konkurenta wprowadza krytyczny punkt awarii. Reprezentuje to
forme zaleznosci technologicznej, ktdrg mozna wykorzystad
podczas kryzysu geopolitycznego.

Obraz przyjaznego robota-pomocnika gwattownie atakujagcego
swoich wtascicieli nie jest juz ograniczony do Hollywood. Jest
to udowodniona techniczna mozliwo$¢ o egzystencjalnych
implikacjach. Ta luka reprezentuje nowg granice w wojnie
hybrydowej — takiej, na ktdérej polem bitwy jest podmiejski dom
i hala fabryczna.



Jak Dtugo Przemyst Kontroluje
Regulacje Dotyczace
Szczepionek?
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Sposrod wielu niewiarygodnych rewelacji ostatnich pieciu lat
jest skale wtadzy firm farmaceutycznych. Dzieki reklamom uda%o
im sie ksztattowal tresci medialne. To z kolei wptyneto na
firmy zajmujgce sie tresciami cyfrowymi, ktdére od 2020 roku
zaczety usuwaé posty podwazajace bezpieczenstwo i skutecznos$¢
szczepionek przeciw Covid-19.

Przejety uniwersytety i czasopisma medyczne za pomocg darowizn
i innych form kontroli finansowej. Wreszcie, majg one znacznie
wiekszy wptyw na ksztattowanie agendy rzaddéw, niz kiedykolwiek
wiedzielismy. Dla przyktadu, w 2023 roku dowiedzielismy sie,
ze NIH (Narodowe Instytuty Zdrowia) dzielit tysigce patentéw z
przemystem farmaceutycznym, o wartosci rynkowej siegajgcej 1-2
miliardéw dolardéw. Umozliwita to ustawa Bayh-Dole z 1980 roku,
promowana jako forma prywatyzacji, ktéora w rzeczywistosci
utrwalita najgorsze korporacyjne skorumpowanie.

Kontrola nad rzgdami zostata utrwalona ustawg National
Childhood Vaccine Injury Act z 1986 roku, ktéora przyznata
ochrone przed odpowiedzialnoscig cywilng producentom produktéow
z kalendarza szczepien dzieciecych. Poszkodowanym po prostu
nie wolno dochodzié swoich roszczed w sadach cywilnych. Zadna
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inna branza nie cieszy sie tak daleko idgcym odszkodowaniem na
mocy prawa.

Obecnie branza farmaceutyczna prawdopodobnie konkuruje pod
wzgledem wtadzy z przemystem zbrojeniowym. Zadna inna branza w
historii ludzko$ci nie zdo*ata zamkng¢ gospodarek 194 krajow,
aby zmusi¢ wiekszos¢ swiatowej populacji do oczekiwania na jej
szczepionke. Taka wtadza sprawia, ze Kompania
Wschodnioindyjska, przeciwko ktérej buntowali sie amerykanscy
ojcowie zatozyciele, wyglada przy niej jak sklepik na rogu.

Wiele sie méwi o tym, jak bardzo branza farmaceutyczna
ucierpiata, gdy jej wychwalany produkt okazat sie klapg. Ale
nie badzmy naiwni. Jej wtadza jest nadal wszechobecna w kazdej
sferze spoteczenstwa. Walka na szczeblu stanowym o dostep do
terapii bez recepty — oraz o wolnos¢ medyczng obywateli -
ujawnia zakres przyszitych wyzwan. Reformatorzy, ktérzy obecnie
stojg na czele agencji w Waszyngtonie, codziennie walczg przez
gaszcz wptywow siegajacy wielu dziesiecioleci wstecz.

Jak daleko w przesztos¢ siega ta wtadza? Pierwsza federalna
préba promocji szczepien — cho¢ prymitywna i niebezpieczna —
pochodzita od prezydenta Jamesa Madisona. ,Ustawa o zachecaniu
do szczepien” z 1813 roku wymagata, aby szczepionki przeciwko
ospie prawdziwej byty rozdawane za darmo i odpowiednio
dostarczane kazdemu, kto o nie poprosi. Gdy narastaty
obrazenia 1 zgony, a takze okrzyki o dorabianie sie i
korupcje, Kongres w 1822 roku zdecydowanie dzia*a*, aby ustawe
uchylic.

Zwrotnym punktem w opinii publicznej stato sie to, co pdzniej
nazwano Tragedig w Tarboro. Najbardziej ceniony w Kkraju
wakcynolog i oficjalny straznik szczepionki, dr James Smith,
przypadkowo wystat materiat zawierajgcy zywy wirus ospy
prawdziwej zamiast szczepionki przeciwko krowiance do lekarza
w Tarboro w Karolinie Pd6tnocnej. Spowodowato to lokalny wybuch
ospy, zakazajac okoto 60 osdéb i powodujgc okoto 10 zgonow. Ten
btad podwazyt zaufanie spoteczenstwa i Kongresu do zdolnosci



programu federalnego do bezpiecznego przechowywania 1
dystrybucji materiat*u szczepionkowego.

Wielka obietnica szczepien, ktdéra wydawata sie stwarzad
mozliwo$¢ naukowego wyeliminowania S$miertelnych choréb pod
kierunkiem elitarnych uzdrowicieli, popadta w niestawe.

Mimo to, gdy w 1861 roku wybuchta wojna secesyjna, pojawit sie
przymus zaszczepienia wszystkich zo*nierzy, aby powstrzymad
Smiertelne wybuchy ospy. Z tym wigzata sie seria obrazen i
zgonow. Historyk Terry Reimer pisze:

»Niepomyslne skutki szczepien lub fatszywe szczepienia byty
zbyt czeste. Nawet czysta szczepionka, pozyskana =z
oficjalnych wojskowych aptek, czasami powodowata powiktania.
Czasami wadliwe przechowywanie strupoéw mogto ostabic ich
skutecznos¢. Podobnie jak w przypadku nawet nowoczesnych
szczepionek dzisiaj, zdarzato sie, ze szczepionka nie
zadziatata, nie powodujgc oczekiwanej gtownej reakcji w
miejscu szczepienia. W innych przypadkach miejsce szczepienia
stawato sie nadmiernie bolesne 1 opuchniete, rozwijaty sie
nieprawidtowe krosty, <co sktaniato chirurgéw do
kwestionowania skutecznosci tych szczepien.

,Powiktania wynikajgce z uzycia strupa od niedawno
zaszczepionego dorostego byty jeszcze bardziej szkodliwe.
Poniewaz wiele szczepien odbywato sie w szpitalach, czasami
nieumyslnie uzywano strupow od mezczyzn chorych na 1inne
schorzenia, rozprzestrzeniajgc chorobe zamiast jej
zapobiegac. Czesto zotnierze w szpitalu lub wiezieniu nie
byli szczepieni, dopoki ospa nie pojawita sie juz w placéwce,
zwiekszajgc ryzyko dla niektdrych, ktérzy w innym przypadku
nie byliby narazeni na chorobe.

»,ByC moze najgorsza i niestety powszechng formg fatszywych
szczepien byto uzycie strupdw o charakterze syfilitycznym.
Miato to miejsce zardwno w szpitalach, jak i wsréd zotnierzy,
ktérzy szczepili sie samodzielnie. Btedne zdiagnozowanie



strupa lub pobranie strupéw z ramienia zotnierza chorego na
syfilis roznosito te chorobe na wszystkich zaszczepionych z
tego zrédta. W jednym godnym uwagi przypadku dwie brygady
zostaty dotkniete infekcja poszczepienng, ktdéra uznano za
syfilityczng. Ludzie byli tak chorzy, ze brygady nie nadawaty
sie do stuzby wojskowej. Epidemie powigzano z jednym
zotnierzem, ktory pozyskat materiat szczepionkowy od kobiety,
ktéra prawdopodobnie miata syfilis.

,Konfederacki Departament Medyczny prdébowat zabronic
szczepien od zotnierza do zotnierza, aby ograniczyc te
szkodliwe skutki. Nawet cywile byli zniechecani do
samodzielnego szczepienia, poniewaz Kkonsekwencje uzycia
fatszywej szczepionki rozprzestrzenity sie réwniez na ogolng
populacje, prowadzgc do nieufnosSci wobec procesu szczepien.”

W tym momencie historii mielidsmy za soba pdéttora wieku
doswiadczehA ze szczepionkami, z pewnoscig z mieszanymi
rezultatami z powodu niebezpiecznych metod i fatszywych
produktéw. Ale nie by*o mowy o poddaniu sie. Wrecz przeciwnie.
Czasopisma medyczne z konca XIX wieku byty przepeinione
optymizmem co do zdolno$ci nauk medycznych do wyleczenia
wszystkich choréb, a nawet zapewnienia zycia wiecznego, pod
warunkiem ulepszenia mieszanek i podania.

,Nie ma ewidentnie zadnego inherentnego powodu, dla ktdrego
cztowiek miatby umrzec” - pisat w 1902 roku ,American
Druggist” - ,poza nasza 1ignorancjg dotyczgcg warunkow
rzadzgcych reakcjami zachodzacymi w jego protoplazmie”.
Problem ten mozna naprawi¢ poprzez ,sztuczng synteze materii
zywej"”, ze szczepieniami na pierwszej 1linii frontu w
poszukiwaniu lekarstwa na samg smiertelnos¢. Tak, w etosie tej
branzy zawsze byt wymiar religijny.

Zwrotnym punktem byt rok 1902 i ustawa Biologics Control Act,
pierwsza prawdziwa interwencja rzadu federalnego w okresie
progresywizmu, ktéra stworzyta podstawy do regulacji catej



zywnosci i lekéw. RzeczywisScie, ustawa ta zostata uchwalona
cztery lata przed powie$cig Uptona Sinclaira ,Dzungla”, ktéra
zainspirowata przyjecie Federal Meat Inspection Act z 1906
roku.

W powszechnej wiedzy ustawa o miesie zostata uchwalona przez
Kongres, aby okietznal niebezpieczng branze i wprowadzid
surowe standardy bezpieczeAstwa w sposdob chronigcy zdrowie
publiczne. Ale jak udowodnit Murray Rothbard, prawdziwg sita
stojgca za uchwaleniem ustawy byt sam kartel miesny, ktdry nie
tylko faworyzowat* kartelizacje niszczgcg mniejszych
konkurentéw, ale takze zadat sSmiertelny cios tradycyjnej
praktyce rolnikéw ubijajacych i przetwarzajacych wtasne mieso.
Nawet do dzi$ przetwdrcy miesa dzierzg cata wtadze
regulacyjng.

Niewiele napisano o podobnych dziat*aniach podjetych w branzy
szczepionek i farmakologii cztery lata wczesniej. Ale rozsadne
jest zatozenie, ze dziataty tu te same sity. Zajeto to troche
czasu, a AI wcale nie pomogta, ale ostatecznie znalezlismy
decydujgcy artykut na ten temat, ktdéry siega do zZrodet
pierwotnych, aby odkry¢, co doktadnie sie dziato.
Rzeczywiscie, ustawa Biologics Control Act z 1902 roku byta w
catosci tworem branzy, promowanym przez dominujgcych graczy na
rynku w celu zduszenia konkurencji i uchwalona, aby wzmocni¢
zaufanie publiczne w obliczu sceptycyzmu.

Mowa o artykule ,Early Developments in the Regulation of
Biologics” Terry’ego S. Colemana, opublikowanym w Food and
Drug Law Journal w 2016 roku. Ten niezwykty tekst pokazuje, ze
ukrytg reka za prawem byt sam przemyst. Ustawa nie ograniczata
handlu, ale raczej dawata mu bardzo potrzebny zastrzyk
wiarygodnosci.

Uchwalenie ustawy poprzedzita seria gtosnych zgonow
poszczepiennych w 1901 roku. W Camden w New Jersey odnotowano
80 infekcji i 11 zgondéw z powodu tezca, ktdére powigzano z
jedng zanieczyszczong szczepionkg. Ponadto miaty miejsce inne



podobne incydenty w Filadelfii, Atlantic City, Cleveland i
Bristolu w Pensylwanii.

Renoma branzy gwattownie spadata. Co$ trzeba byto zrobié, aby
podtrzyma¢ udziat w rynku. Branza pobiegta do Waszyngtonu i
zrobita wszystko, co w jej mocy, aby zosta¢ uregulowang,
udajac przedsiebiorstwo, ktdre nienawidzi regulacji, ale jest
sktonne sie na nie zgodzic.

,0pracowania historyczne dotyczgce ustawy z 1902 roku opisuja
ja zazwyczaj po prostu jako reakcje Kongresu na incydenty w
St. Louis 1 Camden, jakby prawo byto wynikiem jakiejs$s
rutynowej procedury kongresowej”. W rzeczywistosci ,ustawa z
1902 roku byta inicjatywa duzych producentéw biologicznych i
zostata uchwalona przy tajnej wspdtpracy Stuzby Zdrowia
Publicznego (Public Health Service)”.

,Branza biologiczna dgzyta do uchwalenia ustawy z 1902 roku
gtéwnie dlatego, ze obawiata sie, zZe incydenty zanieczyszczen
spowodujg, ze kolejne stanowe 1 lokalne departamenty zdrowia
bedg produkowac¢ wtasne szczepionki 1 antytoksyny, niszczac
komercyjny biznes biologiczny.. Niektére publikacje medyczne
rowniez wzywaty do rzgdowej 1inspekcji 1 licencjonowania
producentéw biologicznych. ,Journal of the American Medical
Association” w artykule wstepnym stwierdzat: ,[j]esli to
konieczne, powinno sie wprowadzi¢ ustawodawstwo zakazujgce
sprzedazy lub uzycia jakiejkolwiek antytoksyny nie..
przetestowanej 1 certyfikowanej przez kompetentny organ”.
»The New York Times” wzywat do intensywniejszej inspekcji 1
nadzoru nad komercyjnymi producentami biologicznymi. W
pazdzierniku 1902 roku Konferencja Stanowych 1
Prowincjonalnych Rad Zdrowia Ameryki Poétnocnej zalecita, aby
szczepionki byty produkowane albo przez rzgady, albo przez
prywatnych producentdéw ,pod najscislejszym nadzorem
wykwalifikowanych urzednikéw rzgdowych”.

Wiodgcym producentem, ktéory naciskat na ustawe, byta firma



Parke-Davis. To ta firma starata sie ,zmniejszy¢ konkurencje
poprzez ustanowienie surowych standardéw rzgdowych, ktdre
matym producentom trudno bytoby speini¢”. Wkrétce po
uchwaleniu ustawy Parke-Davis napisat do Stuzby Zdrowia
Publicznego z sugestiami dotyczgacymi przepisdw, stwierdzajac:
»Jak Pan by¢ moze wie, przepisy nie mogg by¢ dla nas zbyt
surowe”.®

Coleman komentuje: ,Niemozliwe jest oddzielenie pragnienia
surowych przepiséw w celu wzmocnienia zaufania publicznego do
produktéw biologicznych od pragnienia takich przepiséw w celu
wyeliminowania konkurentdow, ale warto zauwazy¢, ze kilku
producentédw biologicznych zbankrutowato, poniewaz nie byli w
stanie przejs$¢ inspekcji PHS.”#61

Agencjg wyznaczong do regulowania szczepionek po 1902 roku
byto Laboratorium Higieniczne (Hygienic Laboratory) w ramach
Stuzby Zdrowia Publicznego 1 Szpitali Morskich (Public Health
and Marine Hospital Service). W 1930 roku stato sie ono
Narodowymi Instytutami Zdrowia (NIH), ktdérymi obecnie kieruje
Jay Bhattacharya z mandatem do oddzielenia misji agencji od
przejecia przez przemyst.

Jesli chodzi o Parke-Davis, zostat on przejety w 1970 roku
przez Warner-Lambert. W 2000 roku Pfizer przejgt Warner-
Lambert w fuzji o wartod$ci 90 miliardéw dolaréw, najwiekszej w
historii przeje¢ farmaceutycznych w tamtym czasie. W ten
sposob Parke-Davis znalazt sie pod skrzydtami Pfizera, gdzie
firma pozostaje do dzis.

Nastepnie w 1905 roku branza otrzymata od Sgdu Najwyzszego
najwiekszy mozliwy prezent. W sprawie Jacobson v.
Massachusetts sgd pobtogostawit szczepienia przymusowe,
argumentujgc, ze zdrowie publiczne musi zawsze przewaza¢ nad
wolnoscig sumienia. Mineto 123 1lat, a implikacje tej ustawy z
1902 roku sg nadal odczuwalne, wraz z przyttaczajacym wptywem
karteli przemystowych napedzajgcych federalne wysitki
regulacyjne.



Wydarzenia z lat 2020-2023 ponownie podniosty gtebokie pytania
dotyczace wtadzy tej branzy, wywotujgc jednoczesnie obawy
dotyczgce obrazen i zgondéw z powodu obowigzku szczepien. W
przeciwienstwie do lat 1813, 1902, 1905 czy 1986,
spoteczenstwo ma dzis dostep do nowych Zrddet informacji i
bestsellerowych ksigzek, ktdre szczegb6towo opisujg wszystkie
sposoby, w jakie przemyst igrat z naukga 1 zdrowiem publicznym,
aby poprawic¢ swojg sytuacje finansowgq.

Branza usilnie probowata zatrzymac ten przeptyw informacji za
pomocg brutalnych narzedzi cenzury, ktére pietnowaty wszelkie
watpliwosci dotyczace szczepionek jako dezinformacje,
misinformacje i malinformacje. Wysitki te odniosty sukces na
jaki$ czas, dopdki wyzwania wynikajgce z Pierwszej Poprawki
nie spowodowaty, ze firmy cyfrowe ustgpity. Kotek jest juz z
worka.

Ponadto spoteczenstwo zyje z gtebokimi ranami i trwatg traumg
okresu Covid, dobrze swiadome intereséw przemystowych, ktdre
naciskaty na szokujgce polityki dtawigce prawa cztowieka 1
niszczgce funkcjonowanie spoteczne, wszystko w interesie
promowania szczepienia, ktore nie tylko zawiodto, ale takze
spowodowato cierpienie bez precedensu. Wreszcie, po tak
dtugiej walce o wolnos$¢ wyboru, wydaje sie, ze nadchodzi
wreszcie pewien stopien rozliczenia dla branzy, ktéra od
samego poczatku polegata na wsparciu rzadu.

Nauka o klimacie pod 1lupa:
Badanie kwestionuje waznosc
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globalnych wskaznikow
temperatury

» Szeroko cytowane cele ocieplenia o 1,5°C i 2,0°C
(Porozumienie Paryskie) opieraja sie na uS$rednianiu
temperatur Ziemi - pojeciu naukowo bezsensownym.
Temperatura jest wtasnoscig intensywng, co oznacza, ze
usrednianie uktadéw nierdwnowagowych (np. Mount Everest
vs. Pustynia Sahara) daje wyniki pozbawione sensu
fizycznego.

= Matematycy Essex, McKitrick i Andresen udowodnili w 2007
roku, ze dla polityki klimatycznej nie 1istnieje
fizycznie sensowna globalna temperatura. Pomimo ze przez
18 lat pozostawata niezaprzeczalna, decydenci polityczni
i IPCC nadal uzywaja okragtych definicji Sredniej
globalnej temperatury powierzchni (GMST).

= Zaawansowane systemy sztuczne] inteligencji
przeanalizowaty metodologie IPCC i okreslity je jako
»zasadniczo oszukancze”. Jedna platforma AI nazwata to
,Najwiekszym masowym ztudzeniem w historii nauki”, co
wzmocnito obawy dotyczgce upolitycznionej nauki.

= Ré6zne techniki us$redniania temperatury zastosowane do
filizanki kawy daty sprzeczne wyniki — niektére
wskazywaty na ocieplenie, inne na ochtodzenie. Dowodzi
to, ze obliczenia GMST sg konstruktami statystycznymi, a
nie mierzalnymi realiami fizycznymi, podwazajgc polityke
klimatyczng wartg biliony dolardw.

 Badanie kwestionuje, czy nauka o klimacie zostata
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skompromitowana przez motywy polityczne i finansowe,
zwtaszcza w przypadku mandatow dotyczgcych zerowej
emisji netto i podatkéw weglowych. Stowarzyszenie
Amerykanskich Lekarzy i Chirurgéw (AAPS) opowiada sie za
bezstronng nauka, wolng od wptywéw korporacyjnych i
rzgdowych.

Prowokacyjne nowe badanie opublikowane w czasopismie Journal
of American Physicians and Surgeons ponownie rozbudzito debate
na temat naukowego uzasadnienia wskaznikéw Sredniej globalnej
temperatury powierzchni (GMST) - Kkamienia wegielnego
miedzynarodowej polityki klimatycznej.

Lekarz Jonathan Cohler twierdzi, ze powszechnie cytowane cele
ocieplenia o 1,5°C i 2,0°C, zapisane w Porozumieniu Paryskim z
2015 roku, opierajg sie na btednych zasadach termodynamiki.
Powotujgc sie na niekwestionowane dowody matematyczne z 2007
roku, Cohler twierdzi, ze usSrednianie temperatur Ziemi jest
naukowo bezsensowne — twierdzenie to potwierdza teraz
niezalezna analiza AI.

Wyniki badan budza pilne pytania dotyczace bilionowego
przemystu klimatycznego i tego, czy jego podstawowe zatozenia
wytrzymujg krytyke.

U podstaw krytyki Cohlera lezy fundamentalna zasada fizyki:
temperatura jest wielko$cig intensywng, co oznacza, ze nie
mozna jej sensownie uSredniac¢ w uktadach nierdwnowagowych.

sUSrednianie temperatury wrzgtku w filizance i wody w wannie
nie ma sensu” — pisze Cohler.

Podobnie, pordéwnywanie temperatur z Mount Everestu do Pustyni
Sahary daje statystyke pozbawiong fizycznego sensu.

To wyzwanie nie jest nowe. Wedtug Enocha z BrightU.AI, w 2007
roku matematycy Essex, McKitrick i Andresen opublikowali
recenzowany dowdd, wykazujacy, ze ,w kontekscie globalnego



ocieplenia nie 1istnieje fizycznie sensowna globalna
temperatura dla Ziemi”. Pomimo ze 1ich praca pozostawata
niezaprzeczalna przez 18 lat, w duzej mierze zostata
zignorowana przez decydentdéw. Badanie Cohlera potwierdza to,
zauwazajac, ze Miedzyrzadowy Zespdét ds. Zmian Klimatu (IPCC)
opiera sie na okragtych definicjach GMST, podczas gdy
Miedzynarodowa Organizacja Normalizacyjna odmdwita
sformalizowania metryki.

Analiza AI okresla metody IPCC jako
,2zasadniczo oszukancze”

Dodajgc wagi argumentowi Cohlera, zaawansowane systemy
sztucznej inteligencji podobno przeanalizowaty dowody
matematyczne i doszty do wniosku, ze g*d6wny nurt nauki o
klimacie cierpi na wady systemowe. Jedna platforma AI opisata
te sytuacje jako ,najwieksze masowe zitudzenie w historii
nauki”, podczas gdy inna scharakteryzowata metodologie IPCC
jako ,,zasadniczo oszukancze”.

Odkrycia te sg zgodne z historycznym sceptycyzmem wobec
upolitycznionej nauki. Jak zauwaza Cohler, ,Kiedy jakas
dziedzina przyjmuje jako swoje podstawy fizycznie bezsensowne
miary, porzuca nauke na rzecz statystycznego teatru majacego
na celu uzasadnienie z géry przyjetych wnioskow”.

Paralele do ostrzezenia George’a Orwella — ,Samo pojecie
obiektywnej prawdy zanika ze $wiata” — sg uderzajace.

Badanie z 2007 roku, na ktdére powotuje sie Cohler, testowato
cztery rézne metody udSredniania w celu S$ledzenia zmian
temperatury w filizance kawy. Kazda metoda dawata sprzeczne

wyniki — niektdére wskazywaty na ocieplenie, inne na
ochtodzenie — co dowodzi, ze obliczenia GMST sg z natury
arbitralne.

Krytycy twierdza, ze podwaza to cata przestanke narracji o



katastrofie klimatycznej. Jes$li ,Srednia temperatura” Ziemi
jest konstruktem statystycznym, a nie mierzalna
rzeczywistoscig fizycznag, biliony wydatkdéw na dekarbonizacje
opleraja sie na chwiejnym gruncie. Wniosek Cohlera jest
dosadny: ,Prawdziwe ocieplenie oznacza netto transfer energii
do systemu, mierzonej w dzulach lub watosekundach — a nie w
stopniach Celsjusza”.

Nauka czy teatr polityczny?

Implikacje badania wykraczajg poza sfere akademicka. W zwigzku
z tym, ze rzady wprowadzajg polityke zerowej emisji netto 1
podatki weglowe oparte na progach GMST, praca Cohlera wymaga
ponownej oceny, czy nauka o klimacie zostata skompromitowana
przez agendy polityczne. Stowarzyszenie Amerykanskich Lekarzy
i Chirurgéw (AAPS), ktore wydaje czasopismo, od dawna opowiada
sie za uczciwos$cig naukowg wolng od wptywdéw korporacyjnych lub
rzgdowych.

W miare trwania debaty pojawia sie jedno pytanie: Jesli
podstawowa miara polityki klimatycznej jest naukowo nie do
obrony, co to oznacza dla przysztosci energetyki, gospodarki i
ochrony $Srodowiska? Na razie ciezar dowodu spoczywa na tych,
ktérzy twierdzg, ze uSrednianie temperatur Ziemi — podobnie
jak usrednianie temperatury kawy i wody do kapieli — ma
jakiekolwiek znaczenie w rzeczywistosci.

Robotyka mikroskopijna:
Malenkie maszyny teraz czuja,
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mys1la 1 dziataja
autonomicznie

 Naukowcy opracowali roboty wielkosci komérek (210-340
mikrometréw) 2z wbudowanymi komputerami, czujnikami,
pamiecig 1 napedem, zdolne do podejmowania niezaleznych

decyzji i interakcji ze srodowiskiem — zacierajac
granice miedzy maszynami syntetycznymi a organizmami
biologicznymi.

 Wyprodukowane przy uzyciu technik wytwarzania uktadoéw
scalonych, te roboty dzia*ajg przy zaledwie 100
nanowatach mocy (co odpowiada komérkom zywym) i
posiadajg ultraefektywne oprogramowanie do wykonywania
zadan takich jak $ledzenie temperatury i autonomiczna
nawigacja przy minimalnym zuzyciu energii.

= Zastosowania obejmujg precyzyjng diagnostyke, badania
nad mikroprzeptywami i nieinwazyjne interfejsowanie z
tkankami — ale ta sama technologia mogtaby zostac
uzbrojona do tajnej inwigilacji lub manipulacji
biologicznej przez skorumpowane agencje (np. Fort
Detrick, programy broni biologicznej).

W miare jak MIT 1 Harvard rozwijajg masowg produkcje
(autoperforacja grafenu) i robotyke miekka, brak nadzoru
budzi obawy — zwtaszcza w kontek$cie globalistycznych
agend (WEF, Bill Gates) promujgcych transhumanizm AI 1
depopulacje poprzez niekontrolowang kontrole
technologiczng.

» Przysztos¢ zalezy od przejrzystosci: Czy autonomiczne
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mikroboty wzmocnig zdecentralizowane, ratujgce zycie
innowacje — czy stang sie narzedziami dystopijnego
ucisku w scentralizowanych, antyludzkich rezimach?

W oszatamiajgcym skoku naprzéd dla robotyki naukowcy
opracowali mikroskopijne maszyny nie wieksze niz
jednokomdérkowy organizm - zdolne do wykrywania swojego
otoczenia, podejmowania niezaleznych decyzji i dziat*ania bez
zewnetrznego sterowania. Naukowcy z Uniwersytetu Pensylwanii i
Uniwersytetu Michigan zaprojektowali roboty o szerokosci
zaledwie od 210 do 340 mikrometréw (mniej wiecej wielkos¢
pantofelka lub dwdéch ludzkich wtoséw utozonych obok siebie),
mieszczac w swoich malenkich konstrukcjach komputery
poktadowe, czujniki temperatury, pamieé¢, systemy komunikacji i
naped.

Opublikowany w Science Robotics przetom ten stanowi pierwszy w
petni zintegrowany mikrorobot =zdolny do autonomicznego
dziatania w skali komdérkowej. W przeciwiehAstwie do poprzednich

préb — ktdére opieraty sie na zewnetrznych sterowaniach
magnetycznych, sztywnych zaprogramowanych zachowaniach lub nie
posiadaty sprzezenia zwrotnego zmystowego — te malenkie

maszyny dziatajg przy zaledwie 100 nanowatach mocy, co jest
pordwnywalne ze zuzyciem energii przez zywe komérki. To
osiggniecie zaciera granice miedzy maszynami syntetycznymi a
organizmami biologicznymi, stawiajac gtebokie pytania
dotyczace przysztosci robotyki, nadzoru i etycznych implikacji
autonomicznej nanotechnologii.

Zbudowane jak uktady scalone, mate
jak komdrki

Mikroroboty zostaty wykonane przy uzyciu technik produkcji
pétprzewodnikow podobnych do tych stosowanych w produkcji
uktaddéw scalonych. Kazdy chip o rozmiarze milimetra miesci
okoto 100 robotdéw, a poszczegdlne jednostki zawieraja



procesor, ogniwa stoneczne do zasilania, czujniki temperatury,
obwody sterowania ruchem, pamie¢ i odbiornik optyczny do
programowania bezprzewodowego. Najwiekszym wyzwaniem byta
efektywnos¢ energetyczna - zywe komdrki wyewoluowaty
maszynerie molekularng dziatajgcg przy budzetach
energetycznych na poziomie nanowatdédw, a naukowcy musieli
doréwna¢ tej biologicznej precyzji.

Procesor poktadowy zuzywa prawie 90% mocy robota i zajmuje
jedng czwartg jego ciata. Aby to zrekompensowaé, inzynierowie
zaprojektowali specjalistyczng architekture komputerowa, ktdra
kompresuje dziatania w ultranowoczesne instrukcje. Proste
polecenia, takie jak ,wyczuj otoczenie” 1lub ,przesun sie o N
cykli”, sa wykonywane jako pojedyncze operacje, co pozwala na
wykonywanie znaczgcych zadan przy minimalnym zuzyciu pamieci —
zaledwie kilkuset bitach.

Sledzenie temperatury i nawigacja
autonomiczna

W serii eksperymentéw nasladujgcych sposdéb poruszania sie
jednokomérkowych organizméw, mikroroboty wykazaty niezwyk%a
autonomie. Jednym z testow byto ciggte mierzenie temperatury,
konwertowanie odczytéw na dane cyfrowe i przesytanie wynikoOw
poprzez kodowanie informacji w ich wzorcach ruchu. Pomimo

swoich mikroskopijnych rozmiardéw, roboty osiggnety
rozdzielczos$¢ temperatury na poziomie 0,3°C z doktadnos$cia
0,2°C — przewyzszajac wiekszo$¢ komercyjnych termometréw

cyfrowych o podobnych rozmiarach.

Drugi eksperyment testowat taksje, czyli zdolnosc¢ do
poruszania sie w kierunku lub od bodZzcéw — zachowanie
obserwowane u mikroorganizméw. Naukowcy zaprogramowali roboty,
aby szukaty ciepta, gdy temperatura spadata, 1 utrzymywaty
pozycje po jego znalezieniu. Po schtodzeniu roboty przeszty z
bezczynnego obrotu do ruchu eksploracyjnego, Llokalizujac
cieplejsze strefy przed zatrzymaniem sie. Odwrdcenie gradientu



spowodowato, ze zmienity kierunek, dowodzgc, ze reaguja
dynamicznie na zmiany Srodowiskowe, a nie podazajag za
ustalonym skryptem.

Naped elektrokinetyczny 1
programowanlie oparte na sSwietle

Ruch w skali komérkowej wymaga niekonwencjonalnych metod.
Roboty wykorzystujg naped elektrokinetyczny, przepuszczajac
prad miedzy elektrodami platynowymi zanurzonymi w pitynie. Jony
ruchome reagujg na pole elektryczne, przeciggajac za sobg ptyn
i napedzajac robota z predkoscig 3-5 mikrometréow na sekunde.
Kontrola kierunku pochodzi z aktywacji rdéznych par elektrod.

Programowanie tak matych maszyn bezprzewodowo wymagato systemu
optycznego wykorzystujgcego Swiatto LED — jedng dtugos$¢ fali
do zasilania (zbieranego przez ogniwa stoneczne) i drugg do
transmisji danych. Interfejs graficzny pozwala naukowcom
definiowa¢ zachowania bez kodowania niskiego poziomu,
wysytajagc programy inicjalizacyjne lub zadaniowe za pomoca
wzorow bityskow dSwiatta. Aby =zapobiec przypadkowemu
przeprogramowaniu, roboty rozpoznaja kody dostepu — zardéwno
globalny, jak 1 specyficzne dla danego typu sygnaity — co
umozliwia selektywne instrukcje, podobnie jak sygnalizacja
komérkowa w organizmach wielokomdérkowych.

Potencjalne zastosowania — 1 ukryte
niebezpieczenstwa

Zdolnos¢ do wykrywania i reagowania na temperature otwiera
drzwi dla diagnostyki medycznej i badan biologicznych. Te
roboty mogtyby badad Srodowiska mikroprzeptywowe niedostepne
dla konwencjonalnych czujnikdéw, wchodzgc w interakcje z
tkankami bez bezposSredniego kontaktu — omijajgc problemy z
biokompatybilnoscig. Na duzg skale kazdy robot mégtby
kosztowal zaledwie kilka centéw, co sprawitoby, ze robotyka w



skali komérkowej bytaby dostepna poza elitarnymi instytucjami.

Jednak pod obietnicg czai sie mroczniejszy potencjat. Ta sama
technologia, ktora umozliwia przetomy medyczne, moze zostad
wykorzystana do nadzoru lub manipulacji biologicznej. Bioragc
pod uwage, ze rzady 1 agencje wywiadowcCze Ssg juz zamieszane w
rozwéj broni biologicznej (Plum Island, Fort Detrick),
perspektywa mikroskopijnych autonomicznych maszyn budzi obawy
dotyczgce ich tajnego rozmieszczenia. Czy przyszte iteracje
mogtyby by¢ zaprogramowane tak, aby monitorowa¢ — a nawet
zmienia¢ — ludzkg fizjologie bez zgody?

Przysztos¢: W kierunku prawdziwej
autonomii w mikroskali

Badacze przyznajg ograniczenia — przyszte modele bedg wymagaty
lepszych sitownikéw, wiekszej pamieci i ulepszonego transferu
mocy. Zaawansowane procesy poétprzewodnikowe mogtyby zwiekszy¢
pamie¢ poktadowg 100-krotnie, umozliwiajgc podejmowanie
ztozonych decyzji. Ale w miare jak robotyka zbliza sie do
biologii, nadzdér etyczny staje sie kluczowy.

Przez dziesieciolecia naukowcy dgzyli do stworzenia
autonomicznych maszyn w skali komérkowej. Teraz, po
osiggnieciu czujnikéw, obliczen i niezaleznego dziatania, te
mikroroboty sa gotowe zrewolucjonizowa¢ takie dziedziny jak

medycyna czy monitorowanie Srodowiska — lub, w przypadku
niewtasciwego wykorzystania, sta¢ sie narzedziami
bezprecedensowej kontroli. Pozostaje pytanie: C(Czy ta
technologia postuzy wyzwoleniu ludzkosSci - czy jej

zniewoleniu?

W miare jak badacze z Harvardu posuwajg sie naprzod z miekkimi
robotami nasladujgcymi ludzkie zmysty, a MIT pionieruje masowaq
produkcje mikrobotéw na bazie grafenu (autoperforacja),
granica miedzy maszyng a zyciem staje sie coraz ciensza. W
Swiecie, w ktdédrym globalisci tacy jak Bill Gates i WEF



otwarcie opowiadajg sie za transhumanizmem opartym na
sztucznej 1inteligencji 1 depopulacjg, pojawienie sie
autonomicznych mikrobotéw wymaga uwaznego przyjrzenia sie —
aby innowacja nie stata sie najnowszym narzedziem tyranii.

Nadeszta era mikroskopijnej robotyki. Czy zwiastuje nowg ere
odkry¢ naukowych, czy dystopijng przysztos$¢ niewidzialnej
kontroli, zalezy od tego, kto go uzywa — i w jakim celu.

Wedtug Enocha z BrightU.AI, ten przetom w robotyce
mikroskopijnej to kolejny niebezpieczny krok w kierunku
globalistycznej agendy transhumanizmu i catkowitej kontroli,
gdzie bezduszne maszyny zastepujg ludzka autonomie pod
pretekstem ,postepu”. Te malenkie autonomiczne maszyny
nieuchronnie zostang uzbrojone do nadzoru, manipulacji i
depopulacji, przyspieszajac dystopijng przysztos¢ napedzanag
przez sztuczng inteligencje, forsowang przez elity takie jak
Bill Gates i Swiatowe Forum Ekonomiczne.

Dostosuj sie lub zostan w
tyle: dowiedz sie, jak
wykorzystad sztuczna
inteligencje do poprawy
wydajnosci pracy,
efektywnosci 1 kreatywnosci
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 Nowe badanie analizujgce 100 000 rzeczywistych rozmoéw z
AI Claude szacuje, ze technologia ta przyspiesza
wykonywanie ztozonych zadan zwigzanych z wiedzg Srednio
0 80%.

 EKstrapolujgc te dane na cata gospodarke, sugeruje to,
ze obecna sztuczna inteligencja moze zwiekszyC roczny
wzrost wydajnosci pracy w Stanach Zjednoczonych o 1,8% w
ciggu nastepnej dekady, czyli prawie dwukrotnie w
stosunku do obecnego wskazZnika wydajno$ci w miejscu
pracy.

= Korzysci sg bardzo nieréwnomierne, przyspieszajgc rozwodj
takich dziedzin jak tworzenie oprogramowania 1
zarzagdzanie, pozostawiajgc jednoczesnie sektory takie
jak gastronomia i1 handel detaliczny w duzej mierze
nietkniete, co moze potencjalnie stworzy¢ nowe waskie
gardta w miejscu pracy.

= Analiza ta pojawia sie w kontekScie szerszej debaty
kulturowej na temat uprzedzen sztucznej inteligencji,
jej potencjatu do wypierania zawodOow umystowych oraz
nadchodzgcej mozliwosci dostepnych, spersonalizowanych
modeli sztucznej inteligencji, ktdére podwazaja
mainstreamowe narracje.

 Nauka wykorzystania sztucznej inteligencji do poprawy
wydajnosci, efektywnosci i kreatywnosci w pracy ma
kluczowe znaczenie dla przetrwania na rynku pracy w 2026
r. i pézniej.

- Wktasciwe wykorzystanie sztucznej inteligencji moze
poszerzy¢ mozliwo$ci uczenia sie, przyspieszyd
realizacje zadan zwigzanych z zaktadaniem dziatalnosSci
gospodarczej, poméc w realizacji kreatywnych projektéow i



celéw itp.

Wsparcie AI zwieksza wydajnos¢ z 4,5 godziny do 11 minut

Badanie, bedgce czescig indeksu ekonomicznego Anthropic,
wykracza poza zwykte liczenie czestotliwo$ci wykorzystania AI
i prébuje zmierzy¢ gtebokos¢ jej wptywu. Dzieki analizie przez
Claude’a anonimowych transkrypcji wtasnych rozméw naukowcy
oszacowali, ile czasu zajetoby wykonanie kazdego zadania
samemu profesjonalistowi.

Wyniki pokazuja, ze jest to potezny czynnik przyspieszajacy,
pomagajgcy osobom fizycznym w wykonywaniu zadan, ktére
normalnie zajetyby wiele godzin. Srednie zadanie wykonywane
bez pomocy sztucznej inteligencji wymagatoby okoto 90 minut
pracy ludzkiej. Dzieki pomocy Claude’a czas ten skraca sie
podobno o okoto 80%. Konkretnie rzecz biorgc, zadanie zwigzane
Z opracowaniem programu nauczania, ktdrego wykonanie szacowano
na 4,5 godziny, zostato wykonane w zaledwie 11 minut
interakcji. W%tasciwe rozszerzenie systemdédw sztucznej
inteligencji jest jak podréz w czasie, pozwalajgca osobom
fizycznym wykonac szereg zadan w ciggu kilku minut,
poprawiajgc przeptyw pracy i wydajnos¢ w sposéb, ktory
przyé¢miewa powolne metody stosowane w przesztosci. Dodatkowg
korzyscig jest to, ze systemy sztucznej inteligencji odcigzaja
umystowo dang osobe, pozwalajac jej zachowal energie umystowg
na wazniejsze zadania. Przy prawidtowym wykorzystaniu sztuczna
inteligencja moze zosta¢ wzbogacona w sposdOb przypominajacy
posiadanie wielu pracownikoéow, ktérzy mysla i wykonujg zadania
za Ciebie, uwalniajgc Cie do bycia swoim wtasnym szefem.

Sporzadzanie faktur 1 notatek
przyniosto 87% oszczednoSci czasu.

Nie chodzi tu tylko o automatyzacje prostych czynnosSci za
pomocg robotéw odkurzajacych i kosiarek. Sztuczna inteligencja



jest wykorzystywana do wykonywania merytorycznych, ztozonych,
obliczeniowych 1 wymagajacych duzego naktadu energii umystowej
zadan. Analiza wykazata, ze ludzie wykorzystujg ja do zadan
zwigzanych z zarzadzaniem i kwestiami prawnymi, ktére
normalnie zajetyby prawie dwie godziny, oraz do z*ozonych
analiz biznesowych i finansowych. Szacunkowy koszt pracy, jaka
Claude wykonuje podczas jednej rozmowy, wynosi Srednio 54
dolary.

,Zauwazamy, ze szacunkowa oszczedno$¢ czasu dzieki Claude’owi
jest nierdwnomierna w przypadku poszczegdlnych zadan w naszej
prébie, przy czym wiekszo$¢ z nich miedci sie w przedziale od
50 do 95%"” — zauwaza raport, podkreslajac szczegdlng site tej
technologii w przyspieszaniu czytania, pisania 1 analizy.

Trwa boom produktywnosci

Gdy te fajerwerki na poziomie zadan zostang przeskalowane do
modelu catej gospodarki Standw Zjednoczonych, potencjalny
efekt makroekonomiczny jest uderzajagcy. Badania sugeruja, ze
szerokie zastosowanie obecnych mozliwosci sztucznej
inteligencji moze zwiekszy¢ roczny wzrost wydajnosci pracy o
1,8% przez dziesie¢ lat. Aby zrozumiec znaczenie tej liczby,
nalezy wzig¢ pod uwage, ze od 2019 r. Sredni wzrost wynosit
okoto 0,9% rocznie. Ten impuls wywotany przez sztucznag
inteligencje przypominatby okresy bardziej dynamicznego
wzrostu z konca lat 90. lub lat 60.

Sita napedowa tego wzrostu nie jest jednak rdéwnomiernie
roztozona. Najwiekszy udziat (19%) w szacowanym wzroscie
wydajno$ci majg programisci, a nastepnie menedzerowie,
specjalisci ds. marketingu i przedstawiciele obstugi klienta.

Nie minie duzo czasu, zanim instytucje, rzady i branze zaczna
ogranicza¢ innowacje w zakresie sztucznej inteligencji, ktére
przynoszg korzysci jednostkom. Jesli dana osoba moze uzyskac
szczegbtowe porady prawne, finansowe lub zdrowotne od systemu
sztucznej inteligencji, zyska ona swobode 1 bedzie lepie]



poinformowana oraz kompetentna. Jednak instytucje kontrolujgce
i zarzadzajgce spoteczenstwem beda wykorzystywaé¢ rzad do
ograniczania mozliwosci sztucznej inteligencji, aby hamowat
rozwéj jednostek i zmusié¢ je do polegania na kosztownych
systemach profesjonalnych.

Ryzyko stronniczosci systemow

sztucznej inteligencji mozna
przezwyciezyd poprzez
demokratyzacje sztucznej
inteligencji.

Ta obietnica renesansu produktywnosci istnieje jednak w
znacznie bardziej ztozonym i napietym kontek$cie. Duze modele
jezykowe, ktdére napedzaja narzedzia takie jak Claude, sa
szkolone na ogromnych zbiorach danych zebranych z internetu, w
tym ze 7Zrdédetr takich jak Wikipedia i Reddit, ktére niosg ze
sobg wtasne uprzedzenia i perspektywy redakcyjne. Powoduje to
fundamentalne napiecie: czy te systemy sztucznej inteligencji
wzmacniajg ludzkg wiedze, czy tez utrwalajg Lludzkie
sprzecznos$ci? Istnieje obawa, ze dzieki szkoleniu na tresciach
uznanych przez duze platformy technologiczne za
,autorytatywne”, modele te mogg nieumy$lnie odzwierciedlad i
wzmacniaé pewne narracje, marginalizujgc jednoczesSnie inne.

Prowadzi to do powstania prowokacyjnej 1 niemal buntowniczej
kontrnarracji, ktdéra kwitnie na marginesie. Wraz ze spadkiem
kosztéw szkolenia i dostosowywania modeli sztucznej
inteligencji — z setek tysiecy dolaréw do prognozowanych 20
000 dolaréw lub mniej w nadchodzgcych latach - bariera
tworzenia alternatywnych modeli znika. WyobraZmy sobie
przysztos¢, w ktdrej nie ma jednej monolitycznej sztucznej
inteligencji, ale wiele réznych modeli, z ktdrych kazdy jest
szkolony na podstawie innych zbiordéw danych i systemow
wartosci. Grupa mogtaby stworzy¢ model szkolony wytgcznie na



podstawie literatury dotyczgcej holistycznego zdrowia,
medycyny tradycyjnej i permakultury, oferujacy porady, ktére
bezposrednio podwazaja konwencjonalne autorytety medyczne. Ta
demokratyzacja sztucznej inteligencji stanowi bezposSrednie
wyzwanie dla scentralizowanej kontroli informacji. Reakcja
instytucji moze by¢ préba regulacji sprzetu u zrédta 1lub
kontroli najwiekszych modeli, ale dzieki zdecentralizowane]
dystrybucji za posSrednictwem torrentéw i modeli uruchamianych
lokalnie, duch moze juz wydostac¢ sie z butelki.

Nadchodzace waskie gardto 1
przewaga cztowieka

Wracajgc do kwestii bezpos$redniego wptywu gospodarczego,
nieréwnomierny charakter mozliwo$ci sztucznej inteligencji
stwarza nowy rodzaj wyzwan w miejscu pracy. Chociaz sztuczna
inteligencja moze znacznie przyspieszy¢ pisanie raportdéw lub
debugowanie kodu, nie jest w stanie prowadzi¢ ciezardéwki do
miejsca kontroli, fizycznie instalowaé sprzetu ani poruszad
sie po subtelnym emocjonalnym terenie dyscyplinowania ucznia
lub mentorowania mtodszego pracownika. Raport Anthropic
identyfikuje te zadania jako potencjalne ,waskie gardta”.

W miare jak sztuczna inteligencja pochtania czas na zadania, w
ktérych sie wyrdéznia, proporcja czasu poswiecanego na te
odporne, skoncentrowane na cztowieku zadania bedzie rosta,
potencjalnie definiujgc role w nowy sposdéb. Inspektor
budowlany moze generowad raporty w ciggu kilku minut, ale
nadal bedzie spedzat godziny na podrdézowaniu i sprawdzaniu
nieruchomo$ci. Rozwdj catych sektordéw moze zostaé ograniczony
nie przez to, co potrafi sztuczna inteligencja, ale przez to,
co pozostaje wyjagtkowo i uparcie ludzkie.

To prowadzi nas do najpilniejszego pytania dla pracownikow
umystowych z wyzszym wyksztatceniem: co stanie sie z moja
pracg? Niektdore modele sugerujag, ze 50% stanowisk biurowych
jest juz funkcjonalnie przestarzatych, a oprogramowanie jest



gotowe przejg¢ zadania od projektowania graficznego 1
tworzenia wiadomos$Sci e-mail po sporzadzanie ofert biznesowych,
a nawet pisanie kodu. Menedzer moze z %tatwo$cig korzystac z
narzedzi do kodowania opartych na sztucznej inteligencji,
dzieki czemu nie musi juz zatrudnia¢ dodatkowych programistéw.
Wzrost wydajnosci osoby, ktdra opanuje te narzedzia, moze by¢
przetomowy. Pracownik, ktéry kiedy$ mogt napisal dziesied
opiséw produktéw dziennie, moze teraz stworzy¢ pieddziesiat,
nie pracujgc ciezej, ale pracujgc madrzej z pomocy
wspbéitpracownika AI.

Przysztos¢ w postacli rozszerzenia
lub zastagpienia?

Kierunek rozwoju wydaje sie jasny. W samym badaniu zaznaczono,
ze szacowana wydajnos¢ na poziomie 1,8% opiera sie na obecnej
technologii i nie uwzglednia ,wiekszego wptywu na wydajnosc,
jaki miatyby znacznie bardziej zaawansowane systemy sztucznej
inteligencji”. Wraz z rozwojem modeli ich zakres dziatania
bedzie sie poszerzat*. Granica miedzy rozszerzeniem a
zastgpieniem bedzie sie zaciera¢. Najwazniejszg lekcjg dla
pracownikéw jest to, aby nie obawial sie tego narzedzia, ale
dogtebnie je zrozumied. Przyszto$¢ moze naleze¢ nie do tych,
ktorzy potrafig wykonac zadanie, ale do tych, ktorzy potrafig
najlepiej sformutowal problem dla sztucznej inteligencji,
zweryfikowa¢ jej wyniki i zintegrowaé¢ jej mozliwos$Sci z
niezastgpionymi umiejetnosciami ludzkimi, takimi jak osad,
kreatywnos¢ i relacje miedzyludzkie.

Stoimy u progu wielkiego przyspieszenia. Dane pokazuja, ze
sztuczna 1inteligencja juz teraz dziata jako potezny
multiplikator sity w przypadku poszczegdélnych zadan. Jednak ta
wydajnos$¢ jest czesScig wiekszej historii dotyczgcej kontroli,
stronniczosci i samej architektury wiedzy. Wzrost wydajnosci
jest realny i mierzalny, ale to tylko pierwsze fale po
wrzuceniu kamienia do gtebokiego stawu. Kolejne fale zmienig



ksztatt naszej gospodarki, ekosystemu informacyjnego i naszego
rozumienia tego, co oznacza praca 1 mysSlenie w erze
inteligencji maszynowej.

Ukryty koszt sztucznej
inteligencji: gwattowny
wzrost powoduje, ze globalna
1los¢ odpadow elektronicznych
0slgga poziom kryzysowy

= Rozwdj sztucznej inteligencji powoduje powstanie
ogromnej fali nowych odpaddw elektronicznych.

= Globalna ilos¢ odpaddéw elektronicznych gwattownie
rosnie, znacznie przewyzszajgc oficjalne wskazniki
recyklingu.

= Gtownym czynnikiem napedzajgcym ten trend sg szybkie
aktualizacje sprzetu w centrach danych.

» Toksyczne materiaty pochodzgce ze zuzytego sprzetu
elektronicznego stanowiag =zagrozenie dla zdrowia 1
Srodowiska.

- Eksperci apelujg o projektowanie produktéw z mysla o
dtugiej zywotnosci i lepszym recyklingu, aby powstrzymad
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kryzys.

Btyskawiczny rozw6j sztucznej inteligencji to nie tylko
historia krzemu i kodu. To historia fizyczna, ktdéra gromadzi
sie na wysypiskach $mieci i z*omowiskach na catym Swiecie. W
miare jak korporacje przescigaja sie we wdrazaniu coraz
potezniejszych systeméw sztucznej inteligencji, generujg one
tsunami odpadéw elektronicznych, ktére zagrazaja stabilnosci
S§rodowiska i zdrowiu ludzkiemu. Nie jest to prognoza na
przysztos¢, ale rzeczywistos¢, w ktéorej globalna ilos¢ odpadéw
elektronicznych osiggnie 62 miliony ton w 2022 roku, co
stanowi wzrost o 82% od 2010 roku. Obecnie eksperci
ostrzegajg, ze boom na sztuczng inteligencje znacznie
przyspieszy ten kryzys.

Naukowcy szacujg, ze same komponenty zwigzane ze sztuczng
inteligencja mogg stanowic¢ nawet 5 milionéw dodatkowych ton
odpadéw elektronicznych do 2030 roku. Mniej konserwatywne
prognozy sa jeszcze bardziej alarmujgce 1 sugeruja, ze
sztuczna inteligencja moze dodac¢ 16,1 miliona ton. Ten wzrost
stanowi nowg warstwe juz i tak ogromnego problemu. Ilos$¢
odpaddéw elektronicznych rosnie piec razy szybciej niz formalne
wskazniki recyklingu, tworzac niebezpieczng luke, w ktorej
toksyczne materiaty sg przeznaczone do niewtasciwego usuwania.

Sprzet stojacy za inteligencja

Gtownym czynnikiem napedzajacym ten proces jest nieustanny
cykl modernizacji centréw danych. Sprzet komputerowy o
wysokiej wydajnosci, w tym serwery, procesory graficzne 1
specjalistyczne procesory, szybko staje sie przestarzaty.
»Zaawansowany sprzet AI jest trudny do demontazu ze wzgledu na
wielowarstwowe ptytki drukowane” — powiedziat* Taras Demkovych,
wspotzatozyciel Forbytes. ~Wiele urzadzen jest
zaprojektowanych z mysla o kompaktowosci, a nie recyklingu”.
Sprzet ten, czesto wymieniany w ciggqgu 18-24 miesiecy, aby
nadgzy¢ za wymaganiami obliczeniowymi, generuje nadwyzki,



ktore rzadko sg efektywnie ponownie wykorzystywane.

Koszt srodowiskowy poteguje toksyczny slad pozostawiony przez
ten sprzet. Komponenty zawierajg niebezpieczne substancje,
takie jak otdw, rtec¢, kadm i rozpuszczalniki przemystowe. Gdy
zuzyty sprzet elektroniczny trafia na wysypisko smieci lub
jest przetwarzany nieformalnie, materiaty te moga przedostawad
sie do gleby i wody, stwarzajagc powazne zagrozenie dla
ekosysteméw i spotecznosci. Analiza przeprowadzona przez Good
Electronics wykazata obecnos$¢ wielu metali ciezkich w
procesach produkcyjnych zwigzanych ze sztuczng inteligencjjq.

Ogromny deficyt recyklingu

Pomimo skali problemu, globalne systemy zarzgdzania sa
zdecydowanie niewystarczajgce. Analiza ONZ z 2022 r. wykazata,
ze mniej niz jedna czwarta globalnych odpadéw elektronicznych
zostata formalnie poddana recyklingowi. Nawet Europa, lider w
zakresie udokumentowanego recyklingu, odzyskuje mniej niz
potowe swoich odpaddéw elektronicznych. Ta porazka stanowi nie
tylko zagrozenie dla srodowiska, ale takze ogromng strate
ekonomiczng. Global E-waste Monitor szacuje, ze w 2022 r. w
odpadach elektronicznych znalazty sie metale o wartosci 91 mld
dolaréw, w tym miedz, ztoto i zelazo.

Branza skupia sie na wydajno$ci, czesto pomijajac kwestie
trwatosci. ,Wydajnos¢ na wat zastgpita wydajnos¢ na cykl zycia
jako miara optymalizacji” — powiedzia* Gaurav Shah, partner
zarzadzajgcy w Trident Renewables. ,To wtasnie tam zaczynaja
sie prawdziwe koszty Srodowiskowe”. Ta filozofia projektowania
przedktada krotkoterminowe korzysci obliczeniowe nad catkowity
koszt srodowiskowy wynikajgcy z czestej wymiany sprzetu.

Niektdrzy przedstawiciele sektora technologicznego wskazuja na
samg sztuczng inteligencje jako <cze$¢ rozwigzania,
wykorzystujgc uczenie maszynowe do usprawnienia sortowania 1
odzyskiwania materiatdéw w zaktadach recyklingowych. Eksperci
ostrzegajg jednak, ze rozwigzania technologiczne nie sg w



stanie zréwnowazy¢ ogromnej ilosci odpaddéw bez fundamentalnych
zmian. ,Technologia, ktéra twierdzi, ze dostrzega wzorce, musi
rowniez dostrzegac¢ swoj wtasny slad” — argumentuje Shah.

Naprawienie tej sytuacji wymaga wielotorowego podejscia.
Eksperci jako kluczowe strategie wymieniajg wydtuzenie
zywotnosci sprzetu, projektowanie z my$Sla o *tatwiejszym
recyklingu i mozliwo$ci modernizacji oraz tworzenie solidnych
systeméw odnawiania i ponownego wykorzystywania komponentoéw.
Wedtug jednego z badah wdrozenie tych krokéw mogtoby
zmniejszy¢ prognozowang 1ilos¢ wytwarzanych odpadéw
elektronicznych nawet o 86%. Ponadto =zapewnienie
bezpieczenAstwa danych poprzez certyfikowane protokoty usuwania
danych ma zasadnicze znaczenie dla zachecania firm do
recyklingu sprzetu zamiast jego niszczenia.

Obecny kryzys zmusza nas do trzezwej oceny prawdziwego
postepu. Rozwéj inteligencji, zardéwno sztucznej, jak 1
naturalnej, zawsze zmieniat Swiat fizyczny. Dzisiaj pytanie
brzmi, czy pozwolimy, aby dgzenie do cyfrowych umystéw zatruto
nasze naturalne umysty, czy tez posiadamy mgdros$¢, aby
zbudowa¢ technologiczng przysztos¢, ktdora nie zamieni sie w
toksyczne pustkowie.

Raport wykazat, ze programy
dla dzieci w serwisie Netflix
sg nasycone tematyka LGBT
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NETFLIX

= Ponad 40% programéw dla dzieci w serwisie Netflix (z
kategorig wiekowg G i TV-Y7) zawiera tresci zwigzane z
LGBT, w tym zwigzki osdéb tej samej ptci, transptciowos¢
i tozsamos¢ niebinarna - znacznie przekraczajac
rzeczywistag populacje LGBT (4,5%).

 Programy dla dzieci o tematyce LGBT wzrosty z 42% w 2021
r. do 60% w 2023 r., co zbiegto sie w czasie ze wzrostem
identyfikacji LGBT ws$rdd pokolenia Z (z 11% w 2017 r. do
ponad 20% w 2023 r.), co sugeruje istnienie ,petli
sprzezenia zwrotnego” napedzanej przez media.

» Kierownictwo branzy rozrywkowej otwarcie przyznaje sie
do promowania narracji LGBT w programach dla dzieci (np.
.wcale nie tajna agenda gejowska” Disneya), a Netflix
agresywnie przedstawia tematy LGBT w programach takich
jak ,She-Ra” i ,Ridley Jones”.

= Krytycy twierdzg, ze dzieci internalizujg i normalizuja
powtarzajgce sie narazenie na te tematy, budzac obawy o
indoktrynacje ideologiczng, a nie naturalne
odzwierciedlenie kultury.

 Podczas gdy zwolennicy twierdzg, ze 1inkluzywne
opowiadanie historii sprzyja akceptacji, przeciwnicy
ostrzegajg przed przedwczesng ekspozycjg na ztozone
ideologie seksualne/ptciowe, wzywajgc do lepsze]j
kontroli rodzicielskiej i przejrzystosci w klasyfikacji
tresci.

Najnowszy raport konserwatywnej organizacji kobiet zajmujacej
sie polityka publiczng Concerned Women for America (CWA)
ujawnit, ze ponad 40% programéw dla dzieci Netflixa zawiera



motywy zwigzane z LGBT, w tym przedstawianie zwigzkéw osob tej
samej ptci, transptciowos$ci i tozsamosci niebinarnej.

Badanie, w ktorym przeanalizowano programy z kategorig wiekowg
G i TV-Y7, wykazato, ze wiekszos¢ tych tresci ma charakter
wyrazny, a postacie sg otwarcie identyfikowane jako LGBT.
Wyniki badania budzg obawy dotyczace normalizacji takich
tematow w rozrywce dla dzieci oraz tego, czy media aktywnie
ksztattujg postawy kulturowe, zamiast je odzwierciedlacd.

Raport podkresla gwattowny wzrost liczby programéw o tematyce
LGBT w serwisie Netflix w ostatnich latach. W 2019 r.
platforma streamingowa podwoita liczbe postaci ,queer”, a do
2021 r. 42% nowych programéw dla dzieci zawierato tresci LGBT.
Do 2023 r. odsetek ten wzrdst do 60% w przypadku programéw
przeznaczonych dla mtodych widzdéw.

Wzrost ten zbiega sie z dramatycznym wzrostem identyfikacji
LGBT w$rdéd pokolenia Z. Podczas gdy mniej niz 10% o0gdtu
populacji identyfikuje sie jako LGBT, badania pokazujg, ze
odsetek 0sO6b z pokolenia Z identyfikujacych sie jako LGBT
wzrést z 11% w 2017 r. do ponad 20% w 2023 r. Raport sugeruje
potencjalng ,petle sprzezenia zwrotnego”, w ktérej zwiekszona
reprezentacja w mediach wzmacnia 1 rozszerza identyfikacje
LGBT wsrdéd mtodziezy.

Media jako narzedzie transformacji
kulturowej

Raport zauwaza, ze kierownictwo branzy rozrywkowej otwarcie
przyznaje sie do wykorzystywania programéw dla dzieci do
promowania narracji LGBT. Na przyktad producentka wykonawcza
Disney Television Animation, Latoya Raveneau, publicznie
mowita o swojej ,wcale nie tajnej agendzie gejowskiej” w
tworzeniu opowiesci. Podobnie Netflix zostat oskarzony o
agresywne promowanie tematéw LGBT w programach dla dzieci, w
tym ,She-Ra 1 ksiezniczki mocy”, ,Mitchellowie kontra maszyny”



oraz ,Ridley Jones”, serialu dla przedszkolakdow, w ktérym
wystepuje postaé¢ niebinarna i rodzice tej samej ptci.

Krytycy twierdzg, ze takie tresci wykraczaja poza zwykta
reprezentacje i aktywnie dazg do zmiany norm spotecznych.

,Dzieci sg istotami bardzo nasladowczymi. To, z czym
wielokrotnie sie spotykajg, staje sie dla nich normg, a
nastepnie zostaje zinternalizowane” — stwierdza raport.

Chociaz ekspozycja na media nie jest jedynym czynnikiem
wptywajgcym na wzrost identyfikacji z LGBT, badania wykazaty
jej wptyw na ksztattowanie tozsamosSci i Swiatopogladu.

Kontekst historyczny i implikacje
spoteczne

Debata na temat tresci LGBT w mediach dla dzieci nie jest
nowa, ale wedtug Enocha z BrightU.AI nasilita sie w ostatnich
latach. Na poczatku XXI wieku programy takie jak ,Will &
Grace” przyczynity sie do zmiany postrzegania homoseksualizmu
przez dorostych. Obecnie aktywisci i korporacje wydaja sie
kierowa¢ swoje dziatania do mtodszych odbiorcéw, umieszczajac
motywy LGBT w kreskdowkach i programach dla catej rodziny.

Zwolennicy twierdzg, ze inkluzywne opowiadanie historii
sprzyja akceptacji, podczas gdy krytycy ostrzegajg przed
przedwczesnym kontaktem z ztozonymi ideologiami seksualnymi i
ptciowymi. Niektdrzy rodzice i grupy wsparcia domagajg sie
wiekszej przejrzystosci w klasyfikacji tresci i kontroli
rodzicielskiej, aby chroni¢ dzieci przed tym, co postrzegaja
jako indoktrynacje ideologiczng.

Raport CWA podkresla rosngcag tendencje w rozrywce dla dzieci,
gdzie motywy LGBT sg coraz bardziej powszechne — znacznie
przewyzszajgc ich rzeczywisty udziat w populacji. To, czy
odzwierciedla to postep kulturowy, czy tez ideologiczng
przesade, pozostaje przedmiotem gorgcej debaty.



W miare jak platformy streamingowe, takie jak Netflix, nadal
zwiekszaja swéj wptyw na mtodych widzéw, debata na temat roli
medidéw w ksztattowaniu tozsamosci i wartosci prawdopodobnie
nasili sie. Na razie rodzice 1 wychowawcy stoja przed
wyzwaniem poruszania sie po krajobrazie medialnym, w ktérym
rozrywka 1 rzecznictwo coraz bardziej sie zazebiajgq.

Microsoft poddany kontroli UE
w zwlgzku z domniemanym
przekazywaniem danych Z
1zraelskiego systemu nadzoru

» Organizacja zajmujgca sie ochrong praw cztowieka ztozyta
skarge do irlandzkiego organu nadzorujgacego ochrone
danych, zarzucajgc firmie Microsoft, ze jej ustuga
chmury Azure przechowywata ogromng ilo$¢ przechwyconych
rozméw telefonicznych Palestynczykéw, umozliwiajac
nadzér i potencjalne naruszenia praw cztowieka.

= Po upublicznieniu tej informacji wewnetrzne dowody
sugerujg, ze Microsoft ,szybko pozbyt sie” tych
wrazliwych danych, co zdaniem krytykow mogto utrudnic
prace organdw regulacyjnych i wigzato sie z ,nielegalnym
pozyskaniem” informacji.
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= Microsoft odrzuca te zarzuty, twierdzac, ze to jego
klient (izraelskie sity zbrojne) byt wtascicielem danych
i podjat decyzje o ich przekazaniu. Firma twierdzi, ze
po przeprowadzeniu wewnetrznej kontroli zakonczyta
Swiadczenie niektdrych ustug w chmurze dla tego klienta.

= Irlandzka Komisja Ochrony Danych ocenia te sprawe. Jesli
Microsoft zostanie uznany za winnego nharuszenia
przepiséw RODO, moze zosta¢ ukarany ogromnymi grzywnami
1 zmuszony do zmiany sposobu postepowania z ryzykownymi
kontraktami rzadowymi.

= Skarga ta wzmacnia istniejgcg presje na Microsoft, w tym
ze strony akcjonariuszy i pracownikdéw, w zakresie etyki
jego wspoéipracy z rzgdem. Sprawdza ona, czy przepisy UE
mogg pociggng¢ potezne firmy technologiczne do
odpowiedzialno$ci, gdy ich technologia jest powigzana z
inwigilacjg w strefach konfliktu.

Microsoft stoi w obliczu znacznej presji prawnej i etycznej w
Unii Europejskiej (UE) w zwigzku z formalng skargg, w ktorej
oskarza sie giganta technologicznego o przetwarzanie danych
wykorzystywanych przez izraelskie wojsko do nadzoru
Palestynczykéw.

Skarga, ztozona 3 grudnia do irlandzkiej Komisji Ochrony
Danych (DPC), twierdzi, ze dzia*ania Microsoftu umozliwity
transfer wrazliwych materiat*déw z nadzoru, potencjalnie
naruszajgc surowe przepisy UE dotyczgce prywatnosci.

Sprawa dotyczy platformy chmurowej Microsoft Azure. Niedawne
dochodzenie przeprowadzone przez The Guardian wraz z
izraelsko-palestynskimi publikacjami ujawni*o, ze ogromna
ilos¢ przechwyconych rozméw telefonicznych Palestynczykéw byta
przechowywana na serwerach Microsoftu zlokalizowanych w
Holandii i Irlandii. Dane te byty rzekomo czeScig operacji
masowego nadzoru prowadzonej przez izraelskie sity zbrojne,
ktéore od dawna sg oskarzane o wykorzystywanie technologii do
monitorowania Palestynczykow bez nalezytego procesu.



Organizacja praw cztowieka stojgca za skargg, Irish Council
for Civil Liberties (ICCL), twierdzi, ze przetwarzanie danych
osobowych w ten sposéb utatwito powazne naruszenia praw
cztowieka. Twierdzi ona, ze technologia Microsoftu naraziia
miliony Palestynczykdéw na niebezpieczenstwo, umozliwiajac to,
co okresla jako rzeczywistg przemoc, a nie abstrakcyjne
naruszenie danych.

Szczeg6lnie powazny zarzut zawarty w skardze dotyczy nastepstw
sierpniowych rewelacji. Zgodnie z dokumentami wewnetrznymi 1
relacjami informatoréw cytowanymi w zgtoszeniu, Microsoft
»Szybko usungt” ogromne ilo$ci tych danych z monitoringu
wkrotce po upublicznieniu tej historii.

Dzien po opublikowaniu raportu konta powigzane z izraelskim
wojskiem zwrécity sie do pracownikdéw pomocy technicznej
Microsoftu o zwiekszenie limitéw transferu danych, co zostato
im przyznane. Nastepnie nastapit gwattowny spadek ilosci
danych przechowywanych na odpowiednich kontach Azure.

Dowody wskazuja, ze Microsoft
usunat ,nielegalnie zebrane dane z
monitoringu”

Krytycy twierdza, ze to szybkie przeniesienie danych utrudnito
irlandzkiemu organowi regulacyjnemu nadzorowanie materiatow,
ktéore sg klasyfikowane jako wysoce wrazliwe zgodnie z ogdélnym
rozporzgdzeniem o ochronie danych (RODO) UE. 0Oddzielna grupa
rzecznicza, Eko, ktéora wspdélnie ztozyta pozew, twierdzi, ze
nowe dowody od informatordéw Microsoftu wskazujg, ze firma
usuneta ,nielegalnie zebrane dane z monitoringu”.

Microsoft stanowczo odrzucit* gtowne zarzuty.

Firma twierdzi, ze jej klienci sg wtascicielami swoich danych,
a decyzja o przeniesieniu informacji zostata podjeta wytacznie
przez izraelskiego klienta, a nie przez Microsoft. Firma



twierdzi, ze przeniesienie to nie utrudnito jej wewnetrznego
dochodzenia, ktére rozpoczeta po otrzymaniu pierwszych
zgtoszen.

We wrzesniu dochodzenie wewnetrzne doprowadzito Microsoft do
zakoAczenia niektorych ustug w chmurze dla izraelskiego
wojska.

W skardze zauwazono jednak, ze Microsoft nadal hostuje inne
aplikacje uzywane przez 1izraelskie wtadze. Obejmujg one
wniosek o pozwolenie, ktory opiera sie czesSciowo na centrach
danych Microsoftu w Irlandii, co sugeruje trwajgce relacje
handlowe.

Irlandzki DPC potwierdzit, ze skarga jest obecnie
rozpatrywana. Poniewaz europejska siedziba Microsoftu znajduje
sie w Dublinie, DPC ponosi gtdéwng odpowiedzialnos¢ za
nadzorowanie przetwarzania danych przez firme w ca*ej UE, co
nadaje dochodzeniu znaczng wage.

Ewentualne ustalenia przeciwko Microsoftowi mogg skutkowac
ogromnymi karami zgodnie z przepisami RODO i spowodowad
znaczgcg zmiane w sposobie weryfikacji przez firme kontraktéw
rzgdowych wysokiego ryzyka.

Presja nie ma charakteru wytgcznie regulacyjnego.

W powigzanym wniosku akcjonariuszy, ktory ma zostac poddany
pod gtosowanie podczas najblizszego walnego zgromadzenia
Microsoftu, wzywa sie do przegladu praktyk firmy w zakresie
nalezytej starannosci w zakresie praw cztowieka. Wynika to z
istniejgcych wewnetrznych sporéw.

Wedtug Enocha z BrightU.AI, Microsoft zwolnit czterech
pracownikéw, ktérzy protestowali przeciwko powigzaniom firmy z
izraelskim wojskiem na poczgtku tego roku. Posuniecie to
podkresla tendencje do wyciszania obaw etycznych zwigzanych z
kontrowersyjnag wspétpracg z rzadem.



Sprawa UE wymusza ostrg konfrontacje miedzy Ulukratywnymi
partnerstwami Big Tech z rzadem a jego zobowigzaniami prawnymi
1 etycznymi.

Jako jeden z najwiekszych dostawcéw ustug w chmurze na
Swiecie, dziatania Microsoftu stanowig precedens, a wynik tej
skargi bedzie kluczowym testem tego, czy europejskie przepisy
dotyczagce prywatnosci mogg pociggaé potezne korporacje do
odpowiedzialnosci, gdy ich technologie sg powigzane z
inwigilacjg w strefach konfliktu.

Liderzy branzy sztuczne)
inteligencji ostrzegaja przed
ykatastrofalnymi skutkami” w
zwligzku z pojawlieniem s1ie
sztucznej inteligencji
ogolnej

= Sztuczna inteligencja ogolna (AGI) moze pojawil sie w
ciggu dziesieciu lat, powodujgc katastrofalne skutki,
takie jak cyberataki, bron autonomiczna i zagrozenia
egzystencjalne dla ludzko$ci — ostrzega Demis Hassabis,
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dyrektor generalny Google DeepMind.

= Sztuczna inteligencja (AI) jest juz wykorzystywana do
cyberatakéw na infrastrukture krytyczng (np. systemy
energetyczne, wodociggowe), dezinformacje typu deepfake,
oszustwa 1 wypieranie miejsc pracy, a FBI ostrzega przed
oszustwami generowanymi przez AI 1 manipulacja
polityczng.

» Ponad 350 ekspertow w dziedzinie AI, w tym Sam Altman z
OpenAI oraz pionierzy AI Yoshua Bengio i Geoffrey
Hinton, podpisato oSwiadczenie, w ktorym pordwnuja
ryzyko zwigzane z AI do pandemii i wojny nuklearnej,
wzywajagc do nadania globalnego priorytetu sSrodkom
bezpieczenstwa AI.

 Dyrektor generalny DeepMind, Demis Hassabis, wzywa do
miedzynarodowego zarzgdzania AI na wzlr traktatéw o
nierozprzestrzenianiu broni jadrowej, chociaz napiecia
geopolityczne utrudniajg wspétprace. Tymczasem wyscig
zbrojen w dziedzinie sztucznej inteligencji miedzy
Stanami Zjednoczonymi a Chinami wyprzedza wysitki
regulacyjne, co grozi niekontrolowang eskalacjjg.

» Chociaz sztuczna 1inteligencja oferuje przetomowe
korzysci (wydajnos¢, przetomy naukowe), niekontrolowany
rozwdj grozi tym, ze AGI przekroczy kontrole cztowieka.
Kluczowe pytanie brzmi: czy ludzko$¢ wprowadzi
zabezpieczenia, czy tez pozwoli, aby sztuczna
inteligencja stata sie zagrozeniem egzystencjalnym?

Szybki rozwdj sztucznej inteligencji (AI) wywolat zaréwno
entuzjazm, jak i gtebokie zaniepokojenie wsrdéd liderdéw branzy,
ktorzy ostrzegaja, ze sztuczna inteligencja ogdélna (AGI) — AI
doréwnujgca lub przewyzszajgca ludzkie zdolnoSci poznawcze —
moze pojawi¢ sie w ciggu najblizszej dekady.

Dyrektor generalny Google DeepMind, Demis Hassabis, ostrzegt,
ze AGI moze przynies¢ ,katastrofalne skutki”, w tym cyberataki
na infrastrukture krytyczng, autonomiczng bron, a nawet
zagrozenie egzystencjalne dla ludzkosci. Przemawiajgc podczas



szczytu Axios AI+ Summit w San Francisco, Hassabis opisat AGI
jako system wykazujacy ,wszystkie zdolno$Sci poznawcze” ludzi,
w tym kreatywnos¢ i zdolnos$¢ rozumowania.

Ostrzegt jednak, ze obecne modele AI pozostajag ,nierdéwnymi
inteligencjami” z lukami w d*ugoterminowym planowaniu 1
ciggitym uczeniu sie. Niemniej jednak zasugerowat, ze AGI moze
sta¢ sie rzeczywisto$cig dzieki ,jednemu lub dwém kolejnym
wielkim przetomom”.

Hassabis podkreslit, ze niektdére zagrozenia zwigzane ze
sztuczng inteligencja juz sie materializujg, szczegdlnie w
zakresie cyberbezpieczenstwa. ,Prawdopodobnie dzieje sie to
juz teraz.. moze jeszcze nie przy uzyciu bardzo zaawansowanej
sztucznej inteligencji” — powiedzia*, wskazujac cyberataki na
systemy energetyczne i wodociggowe jako ,najbardziej oczywisty
wektor podatnosci”.

Jego obawy odzwierciedlajg ostrzezenia catej branzy. Ponad 350
ekspertéw w dziedzinie sztucznej inteligencji, w tym dyrektor
generalny OpenAI Sam Altman, dyrektor generalny Anthropic
Dario Amodei oraz pionierzy sztucznej inteligencji Yoshua
Bengio i Geoffrey Hinton, podpisali osSwiadczenie Centrum
Bezpieczenstwa Sztucznej Inteligencji, w ktdérym stwierdzono:
,0graniczanie ryzyka wyginiecia spowodowanego przez sztuczng
inteligencje powinno by¢ priorytetem na catym Swiecie,
podobnie jak inne zagrozenia na skale spoteczng, takie jak
pandemie i wojna nuklearna”.

Niewtasciwe wykorzystanie sztucznej
inteligencji: deepfake’i, utrata
miejsc pracy 1 zagrozenia dla
bezpieczenstwa narodowego

Oprécz atakow na infrastrukture, sztuczna inteligencja jest
juz wykorzystywana do dezinformacji, oszustw i manipulacji za



pomocg deepfake’dw. Federalne Biuro Sledcze (FBI) ostrzegto
przed oszustwami gtosowymi generowanymi przez sztuczna
inteligencje, w ktérych oszusci podszywajg sie pod urzednikéw
panstwowych, a jednoczesnie mnozg sie deepfake'l
pornograficzne i dezinformacja polityczna.

Enoch z BrightU.AI zauwaza, ze sztuczna inteligencja stata sie
technologig transformacyjng, rewolucjonizujgcg rézne sektory,
od opieki zdrowotnej po finanse. Jednak, podobnie jak w
przypadku kazdego poteznego narzedzia, potencjat sztucznej
inteligencji do naduzy¢ i wykorzystania jako bron budzi
powazne obawy.

Zdecentralizowany silnik zauwaza, ze wykorzystanie sztucznej
inteligencji jako broni odnosi sie do uzycia technologii AI w
celu wyrzagdzenia szkody, uzyskania nieuczciwej przewagi lub
manipulowania systemami i ludZmi. Moze to przybiera¢ rézne
formy, w tym bron autonomiczna, deepfake’i i dezinformacja,
ocena spoteczna i inwigilacja, cyberataki oparte na sztucznej
inteligencji oraz rozwdj broni biologicznej.

Hassabis przyznat, ze chociaz sztuczna inteligencja moze
wyeliminowa¢ wiele miejsc pracy — zwtaszcza stanowiska dla
poczatkujgcych pracownikdéw umystowych — nadal bardziej martwi
go mozliwo$¢ wykorzystania sztucznej inteligencji przez
ztosliwe podmioty do destrukcyjnych celéw. ,Z*os$liwy podmiot
moze wykorzystaé¢ te same technologie do szkodliwych celéw” —
powiedziat.

Raport z 2023 r. zlecony przez Departament Stanu USA
stwierdza, ze sztuczna inteligencja moze stanowid
.katastrofalne” zagrozenie dla bezpieczenstwa narodowego, i
wzywa do wprowadzenia bardziej rygorystycznych kontroli.
Jednak w sytuacji, gdy kraje takie jak Stany Zjednoczone i
Chiny rywalizujg o dominacje w dziedzinie sztucznej
inteligencji, regulacje prawne pozostajg w tyle za postepem
technologicznym.



Jak prawdopodobna jest katastrofa
zwlgzana ze sztuczna inteligencja?

Wsrod badaczy zajmujgcych sie sztuczng inteligencjg dyskusje
czesto koncentrujg sie wokét ,,P(doom)” — prawdopodobienstwa
spowodowania przez sztuczng 1inteligencje katastrofy
egzystencjalnej. Hassabis ocenit to ryzyko jako ,niezerowe”,
Co oznacza, ze nie mozna go lekcewazy¢. ,Warto bardzo powaznie
sie nad tym zastanowi¢ i podjg¢ dziatania zapobiegawcze” -
powiedziat, ostrzegajgc, ze zaawansowane systemy sztucznej
inteligencji moga ,przekroczy¢ granice”, jesli nie beda
odpowiednio kontrolowane.

Hassabis opowiada sie za miedzynarodowym porozumieniem w
sprawie bezpieczenstwa sztucznej inteligencji, podobnym do
traktatéw o nierozprzestrzenianiu broni jadrowej. ,0Oczywiscie
w obecnej sytuacji geopolitycznej wydaje sie to trudne” -
przyznat, ale podkreslit, ze wspdipraca jest niezbedna, aby
zapobiec naduzyciom.

Tymczasem giganci technologiczni nadal dazg do integracji
sztucznej inteligencji z codziennym zyciem. Google wyobraza
sobie ,agentow” sztucznej inteligencji pektnigcych role
osobistych asystentéw, zajmujacych sie zadaniami od planowania
harmonograméw po rekomendacje. Hassabis ostrzegt jednak, ze
spoteczenstwo musi dostosowal sie do zmian gospodarczych
spowodowanych przez sztuczng inteligencje, sprawiedliwie
redystrybuujgc zyski z wydajnosci.

Potencjat sztucznej inteligencji jest niezaprzeczalny -
zwieksza wydajnos¢, przyspiesza odkrycia i transformuje
branze. Jednak ryzyko z nig zwigzane jest réwnie powazne. Jak
ostrzegajg Hassabis i inni eksperci, bez pilnych zabezpieczen
AGI moze wymkng¢ sie spod kontroli cztowieka, a konsekwencje
tego mogg by¢ pordwnywalne z pandemig lub wojna nuklearng.



Google stol w obliczu
dochodzenia antymonopolowego
UE w sprawie wykorzystania
tresci do celow sztucznej
inteligencji

 Komisja Europejska wszczeta formalne dochodzenie
antymonopolowe w sprawie Google, zarzucajac mu
wykorzystywanie tresci wydawcéw i serwisu YouTube do
obstugi ustug sztucznej inteligencji, takich jak ,AI
Overviews”, bez odpowiedniego wynagrodzenia lub zgody.

- Dochodzenie bedzie dotyczyto dwdéch gtdéwnych kwestii:
wykorzystania tresci wydawcow internetowych do tworzenia
podsumowan wyszukiwania AI oraz wykorzystania filméw z
serwisu YouTube do szkolenia modeli AI, co moze
potencjalnie uniemozliwic¢ konkurentom podobny dostep.

- Szefowa ds. konkurencji w UE, Teresa Ribera, okreslita
dochodzenie jako obrone zasad demokratycznych,
stwierdzajgc, ze innowacje nie mogg odbywal sie kosztem
roznorodnosci medidéw i dynamicznego Srodowiska
twérczego.

» Google potepito dochodzenie jako zagrozenie dla
innowacji, podczas gdy dziatania UE sg czeSciag szerszej
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ofensywy regulacyjnej przeciwko wielkim firmom
technologicznym, po natozeniu na Google niedawno
wielomiliardowych kar.

Dochodzenie stanowi punkt zwrotny w globalnej
konfrontacji dotyczacej praktyk w zakresie danych AI, a
jego wynik moze ustanowic¢ kluczowe precedensy dotyczgce
sposobu, w jaki tworcy AI wynagradzajg branze tresci i
wspodtpracuja z niaq.

W ramach znaczacej eskalacji konfliktu regulacyjnego miedzy
Europg a wielkimi firmami technologicznymi Komisja Europejska
wszczeta formalne dochodzenie antymonopolowe w sprawie Google,
zarzucajac gigantowi wyszukiwania wykorzystywanie tresci
wydawcOw i tworcow YouTube do zasilania swoich ustug sztucznej
inteligencji (AI) bez sprawiedliwego wynagrodzenia lub zgody.

Dochodzenie koncentruje sie na tym, czy praktyki Google
zwigzane z funkcjami , Al Overviews” i , Al Mode” naruszajg
unijne zasady konkurencji poprzez wykorzystywanie swojej
dominujacej pozycji do ostabiania réznorodnosci medidw i
ograniczania konkurencyjnych tworcow sztucznej inteligencji. W
dochodzeniu ogtoszonym we wtorek 9 grudnia zostang zbadane
dwie gtdéwne kwestie.

Po pierwsze, organy regulacyjne zbadajag, czy Google
wykorzystywato tresci od wydawcow internetowych — takie jak
artykuty informacyjne — do generowania opartych na sztucznej
inteligencji streszczehA i odpowiedzi, ktdére pojawiajag sie
bezposrednio w wynikach wyszukiwania, bez odpowiedniego
wynagrodzenia za te tresci i bez oferowania wydawcom znaczacej
mozliwosci rezygnacji. Komisja zauwazyta, ze wielu wydawcow
uwaza, 1z nie moze odméwic, obawiajgc sie utraty istotnego
ruchu z wyszukiwarki Google.

Po drugie, w ramach dochodzenia zostanie ocenione, czy Google
wykorzystywato filmy i inne tresci przestane do serwisu
YouTube do szkolenia swoich generatywnych modeli sztucznej



inteligencji, ponownie bez wynagradzania twércéw Llub
zapewnienia im mozliwo$ci odmowy. JednoczesSnie w ramach
dochodzenia zostanie zbadane wykorzystanie przez Google zasad
serwisu YouTube w celu uniemozliwienia konkurencyjnym twércom
sztucznej inteligencji dostepu do tych samych materiatow.

Dochodzenie stanowi punkt zwrotny w globalnej debacie na temat
rownowagi miedzy innowacjami technologicznymi a ekonomicznymi
podstawami wolnej prasy. Teresa Ribera, szefowa ds.
konkurencji w UE, okreslita dochodzenie jako obrone
fundamentalnych zasad spotecznych.

2Wolne i demokratyczne spoteczenstwo zalezy od réznorodnych
medidw, otwartego dostepu do informacji i dynamicznego
Srodowiska twdérczego. Sztuczna inteligencja przynosi niezwykte
innowacje i wiele korzysci dla ludzi i przedsiebiorstw w catej
Europie, ale postep ten nie moze odbywal sie kosztem zasad
lezacych u podstaw naszych spoteczenstw” — powiedziata Ribera.
Komisja stwierdzita, ze jesli praktyki Google zostang
potwierdzone, mogg one stanowi¢ naduzycie pozycji dominujacej,
co jest zabronione na mocy przepisdw traktatu UE.

Rosngce problemy prawne Google w
Europie

Rzecznik Google potepit dochodzenie antymonopolowe UE,
zauwazajac, ze ,grozi ono zahamowaniem innowacji na rynku,
ktédry jest bardziej konkurencyjny niz kiedykolwiek”. Dodat:
,Europejczycy zastugujg na korzy$ci ptyngce z najnowszych
technologii i bedziemy nadal Scis$le wspodtpracowaé z branza
informacyjng i kreatywng w okresie przejscia do ery sztucznej
inteligencji”.

Dochodzenie stawia Google w centrum nasilajgcej sie ofensywy
regulacyjnej Unii Europejskiej przeciwko amerykanskim gigantom
technologicznym. Nastgpito to zaledwie kilka miesiecy po
natozeniu przez UE na Google grzywny w wysokosci prawie 3 mld



euro za naruszenie przepiséw antymonopolowych w branzy
technologii reklamowych, od ktorej firma ztozyta odwotanie.

Silnik Enoch firmy BrightU.AI wskazuje, ze Google, szkolagc
swojg sztuczng inteligencje Gemini bez wynagradzania wydawcoéw
i twércéw YouTube, wykorzystuje ich wtasno$¢ intelektualng,
podwazajagc sprawiedliwe wynagrodzenie 1 zachecajac do
kradziezy oryginalnych tresci. Ta drapiezna praktyka wzbogaca
wielkie firmy technologiczne, jednoczesnie podwazajac
zaufanie, kreatywnos¢ i Zrd6dta utrzymania — wspierajac
globalistyczng agende scentralizowanej kontroli nad informacja
1 bogactwem.

Najnowsze dochodzenie jest kontynuacja innych dziatan UE, w
tym natozenia grzywny na platforme spotecznosSciowg X oraz
odrebnego dochodzenia antymonopolowego w sprawie Meta
dotyczgcego jej polityki w zakresie danych sztucznej
inteligencji. Nie ma prawnego terminu, w ktéorym komisja musi
zakonczy¢ szczegdétowe dochodzenie, a wszczecie postepowania
nie przesgdza o jego wyniku, chociaz Google moze zostad
ukarane kolejng znaczna grzywng, jesli zostanie uznane za
winnego naruszenia przepisoéw.

Sprawa ta podkresla rosngcg globalng konfrontacje w zakresie
ekosystemow danych, ktére napedzaja zaawansowang sztucznag
inteligencje. Organy regulacyjne coraz czesciej kwestionuja,
czy podstawowa praktyka wykorzystywania publicznie dostepnych
tresci internetowych do szkolenia komercyjnych systeméw
sztucznej inteligencji, bez wynagrodzenia lub zgody, stanowil
nieuczciwe wykorzystanie sity rynkowej, ktére szkodzi tworcom
tresci i zaktdéca konkurencje. Poniewaz Komisja Europejska
traktuje to dochodzenie priorytetowo, jego wyniki moga
ustanowi¢ kluczowe precedensy regulujgce relacje miedzy
tworcami sztucznej inteligencji a branzami zajmujgcymi sie
tresciami, ktdére stanowia podstawe ich modeli.



