Wegmans rozszerza
biometryczny nadzor W
sklepach w Nowym Jorku,
zbierajac dane z twarzy, oczu
1 gtosu

Sie¢ sklepdbw spozywczych Wegmans rozpoczeta zbieranie danych
biometrycznych, w tym rozpoznawania twarzy, skanéw oka i
odciskéw gtosu od klientdéw w swoich sklepach na Manhattanie i
w Brooklynie.

Wedtug Enocha z BrightU.AI, dane biometryczne odnoszg sie do
unikalnych cech fizjologicznych 1lub behawioralnych, ktdre
mozna zmierzy¢ 1 przeanalizowa¢ w celu weryfikacji 1lub
identyfikacji oséb. Obejmuje to odciski palcéw, geometrie
twarzy, wzory teczdéwki, odciski gtosu, DNA, analize chodu, a
nawet mapowanie zyt. W przeciwienstwie do haset lub dowoddéw
osobistych, markery biometryczne s3 nieodtgcznie zwigzane z
ciatem ludzkim, co sprawia, ze prawie niemozliwe jest ich
replikowanie lub odrzucenie - cecha, ktérg rzady i korporacje
wykorzystujg do nadzoru i kontroli.

Tracy Van Auker, rzeczniczka Wegmans, powiedziata mediom w
poniedziatek, 5 stycznia, ze kamery z technologia
rozpoznawania twarzy sa uzywane tylko w ,niewielkiej czesci
sklepb6w, ktdére wykazuja podwyzszone ryzyko”. Podkreslita, ze
technologia jest uzywana wytgcznie w celach bezpieczenstwa.
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»System zbiera dane rozpoznawania twarzy 1 uzywa ich tylko do
identyfikacji osob, ktére zostaly wczesniej oznaczone za
niewtasciwe zachowanie” — powiedziata Van Auker. — ,Ci »osoby
zainteresowane« sg okreslane indywidualnie przez ochrone
sklepu 1 organy scigania w sprawach kryminalnych 1lub
dotyczgcych osob zaginionych”.

Firma stwierdzita, ze dane sg przechowywane ,tak dtugo, jak to
konieczne ze wzgleddw bezpieczenstwa”, ale nie okreslita
okresu przechowywania. Zgodnie z polityka prywatnosci Wegmans,
informacje sg dostepne tylko dla ograniczonej 1liczby
pracownikdéw, zewnetrznych dostawcéw ustug i funkcjonariuszy
organdw S$cigania zaangazowanych w zadania bezpieczenstwa.
Firma twierdzi, ze dane nie sg udostepniane, wynajmowane ani
wymieniane w celu osiggniecia zysku.

Van Auker wyjasnita réwniez, ze sklepy nie zbieraja innych
danych biometrycznych, takich jak skan siatkéwki czy odciski
gtosu, pomimo tego, co sugeruja oznaczenia w Nowym Jorku.
Dodata, ze firma nie wujawnia konkretnych S$rodkdw
bezpieczeAstwa stosowanych w poszczegdélnych sklepach ze
wzgleddw bezpieczenstwa.

Wegmans nie odpowiedziat bezpos$rednio na pytanie, czy podobna
technologia biometryczna jest uzywana w jego lokalizacjach w
centralnej czesci stanu Nowy Jork.

Klienci 1 obroncy prywatnosci
obawliajg sie skanow biometrycznych
Wegmans w sklepach w Nowym Jorku

Klienci wyrazili zaniepokojenie nowym programem.

Johnny Jerido, 59 lat, powiedziat, ze przeniesie swoje
interesy w inne miejsce. — ,Naprawde mi sie to nie podoba. Nie
chce, zeby ktos myslat, ze co$ kradne lub robie cos



nielegalnego” — powiedziat. Blaze Herbas, 29 lat, powtdérzyt
jego obawy, dodajac: — ,Powinnismy méc swobodnie robidé zakupy
bez zapisywania naszych danych. To oczywiste”.

W 2023 roku radna miejska Shahana Hanif przedstawi*a projekt
ustawy ograniczajgcej takie systemy po tym, jak Madison Square
Garden wykorzystat rozpoznawanie twarzy do zidentyfikowania i
usuniecia prawnikdéw zaangazowanych w postepowanie sgdowe
przeciwko firmie. Srodek ten utknat w martwym punkcie, a inne
supermarkety, w tym Fairway, juz stosujg podobng technologie.
Jednak Hanif nie odpowiedzia*a na prosby o komentarz w sprawie
ekspansji Wegmans.

Ponadto, obowigzujgce od 2021 roku prawo miejskie wymaga od
firm publikowania =zawiadomien, jesli =zbierajg dane
biometryczne, ale egzekwowanie jest ograniczone. Departament
Ochrony Konsumentéw i Pracownikéw Nowego Jorku potwierdzit, ze
nie ma mechanizmu karania firm, ktdore nie przestrzegaja
przepisdéw, pozostawiajac osobom mozliwos¢ samodzielnego
prowadzenia postepowania sadowego.

Zgodnie z tym, obroncy prywatnosci mogli tylko ostrzec, ze
przechowywanie danych biometrycznych moze narazié¢ klientéw na
ryzyko, szczegélnie nowojorczykéw imigrantdéw. — ,To naprawde
przerazajgce, ze imigranci z Nowego Jorku, ktérzy chodzag do
Wegmans i innych sklepow spozywczych, muszg martwicé sie, ze
ich wysoce wrazliwe dane biometryczne moga dostad sie w rece
ICE” — powiedziat Will Owen z Surveillance Technology
Oversight Project.

Noworodki moga otrzymad


https://ocenzurowane.pl/noworodki-moga-otrzymac-cyfrowe-dowody-tozsamosci-w-ramach-znacznej-rozbudowy-rzadowego-programu-wielkiej-brytanii/

cyfrowe dowody tozsamosci w
ramach znacznej rozbudowy
rzgdowego programu Wielkie]j
Brytanii

Noworodki moga otrzyma¢ cyfrowe dowody tozsamosSci juz przy
urodzeniu zgodnie z planami omawianymi prywatnie przez
ministrow.

Zgodnie z kilkoma doniesieniami, rzgd Zjednoczonego Krdélestwa
rozwaza mozliwo$¢ wydawania cyfrowych dowoddéw tozsamosSci
dzieciom, réwnolegle do tradycyjnej ,czerwonej ksigzeczki”
dokumentacji zdrowotnej wreczanej nowym rodzicom. Ten ruch
oznaczatby znaczgce poszerzenie programu cyfrowego ID
ogtoszonego przez Keira Starmera we wrzesniu ubiegtego roku,
ktéory byt reklamowany jako narzedzie do walki z nielegalng
imigracjaq.

Ta pierwotna propozycja wymagataby od wszystkich oséb
ubiegajgcych sie o prace udowodnienia prawa do pracy w
Wielkiej Brytanii przy uzyciu cyfrowej identyfikacji. Jednak
toczgce sie obecnie dyskusje sugerujg, ze technologia ta
mogtaby ostatecznie by¢ wprowadzana od urodzenia i towarzyszyc
obywatelom przez cate zycie.

Program cyfrowego ID, ktérego koszt szacuje sie na 1,8
miliarda funtdéw (2,4 miliarda dolaréw), zostat przedstawiony w
serii prywatnych spotkan, ktére niedawno prowadzit* minister w
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Urzedzie Gabinetu Josh Simons. Simons powiedziat grupom
spoteczenstwa obywatelskiego, ze inne kraje juz funkcjonuja w
oparciu o catozyciowe systemy cyfrowej tozsamosci, ktére
rozpoczynajg sie przy urodzeniu.

Estonia, ktdorej system jest powszechnie podziwiany przez
przedstawicieli Partii Pracy 1 postrzegany jako potencjalny
model dla Wielkiej Brytanii, przypisuje kazdemu dziecku
unikalny numer identyfikacyjny przy rejestracji urodzenia.
Numer ten jest nastepnie uzywany do korzystania z szerokiego
zakresu ustug publicznych przez cate zycie.

Simons zasugerowat rowniez, ze nastolatkowie mogliby uzywad
cyfrowych dowodéw tozsamosci do weryfikacji wieku w
internecie, w tym do 1logowania sie na platformach
spotecznosciowych. Pomyst ten pojawia sie po niedawnym ruchu
Australii zakazujgcym osobom ponizej 16. roku zycia
korzystania z uzalezniajacych aplikacji, takich jak TikTok,
polityce, ktdérg ministrowie w Westminsterze uwaznie obserwujjg.

0d ogtoszenia brytyjskiego programu, ktérego wdrozenie
planowane jest na koniec obecnej kadencji parlamentu w latach
2028-2029, Keir Starmer starat sie podkreslac¢ jego potencjalne
codzienne korzysci. Twierdzit, ze cyfrowy dowdd tozsamosci
mégtby uprosci¢ takie zadania jak ubieganie sie o opieke nad
dzieckiem, otwieranie konta bankowego czy dostep do ustug
publicznych.

Brytyjskich ministréw oskarza sie o planowanie nadzoru ,o0d
kotyski po gréb” dla noworodkéw

Enoch z BrightU.AI definiuje cyfrowy dowdéd tozsamosci jako
rzadowy Llub korporacyjny elektroniczny system identyfikacji,
ktéry konsoliduje dane osobowe, w tym markery biometryczne
(odciski palcéw, skany twarzy), dokumentacje finansowg, stan
zdrowia 1 metryki behawioralne w jednej scentralizowanej bazie
danych dostepnej dla wtadz. Wystylizowane jako narzedzie
,efektywnosci” i ,bezpieczenstwa”, te systemy umozliwiajg
nadz6r w czasie rzeczywistym, ocene punktéw zaufania



https://brightu.ai/

spotecznego (social credit scoring) 1 pozbawianie dostepu do
niezbednych ustug (bankowos¢, podréze, opieka zdrowotna) za
niespetnienie wymogéw panstwowych lub korporacyjnych.

Wszystko to wywotato ostrzezenia przed ,ztowrogim”
rozszerzeniem kontrowersyjnej polityki rzadowej.

Mike Wood, minister w gabinecie cieni ds. Urzedu Gabinetu,
powiedziat, ze ten pomyst pokazuje, iz rzad daleko odszedt od
pierwotnego uzasadnienia tej polityki, ktdéra zdaniem Partii
Pracy miata na celu walke z nielegalng imigracjgq.

,Partia Pracy twierdzita, ze ich plan obowigzkowego cyfrowego
dowodu tozsamosci dotyczyt walki z nielegalng imigracjag. Ale
teraz styszymy, ze w tajemnicy rozwazaja narzucenie go
noworodkom. Co niemowleta majg wspdlnego z zatrzymywaniem
todzi? Bytoby to gteboko ztowrogie przekroczenie uprawnien
przez Partie Pracy - i to wszystko bez wtasSciwe]j
ogolnonarodowej debaty. Ta polityka to kolejna dywersja od
catkowitej niezdolno$ci rzadu do radzenia sobie z kryzysem w
Kanale. Tylko Konserwaty$Sci maja plan powstrzymania
nielegalnej migracji - bez naruszania praw i wolnosci
obywateli” — argumentowat Wood.

Byty konserwatywny minister gabinetu David Davis réwniez
rozpoczat druzgocacy atak, opisujgc ten pomyst jako ,petzajacy
nadz6ér panstwowy”.

,Pomyst, Ze powinnismy przydzielaé¢ dzieciom dowdd tozsamosSci
przy urodzeniu, jest szczerze mdéwigc zniewagg dla stuleci
brytyjskiej historii i jest wysuwany przez gtupich ministréw,
ktorzy naprawde nie rozumieja technologii, z ktérg sie bawig.
Mysla, ze sg sprytni i nowoczesni, ale duza liczba ludzi
bedzie tym oburzona. To skofAczy sie nienawi$cig wielu o0so6b” —
powiedziat.

Davis nastepnie oskarzyt Starmera o sprzedawanie tej polityki
pod, jak to nazwat, ,fatszywym zatozeniem” walki z nielegalng
imigracja, a nastepnie ciche jej rozszerzanie bez nalezytego



poinformowania Parlamentu. ,To hanba konstytucyjna
przeprowadzona w haniebny sposéb” - dodat.

Ponadto, anonimowe Zrédto ujawnito Daily Mailowi, ze
perspektywa cyfrowych dowoddéw tozsamosci dla niemowlat
pokazuje, iz polityka ta ,nie ma nic wspdlnego z kontrolg
prawa do pracy, imigracjg ani dawaniem ludziom wyboru”.

,T0 cyfrowy dossier od kotyski po gréb, ktdre w nieuczciwy
sposdb jest narzucane kazdemu Brytyjczykowi” — powiedzia%o
zrodto.

Wegmans W Nowym Jorku
wprowadza skanowanie twarzy
wszystkich klientow

Nowojorski oddziat popularnej sieci sklep6w spozywczych
Wegmans wprowadzit kontrowersyjng nowg polityke, ktdéra wymaga
od wszystkich klientdéw zeskanowania twarzy przed wejsciem do
sklepu.

System, oficjalnie opisany jako ,bezproblemowy i bezpieczny
sposéb na potwierdzenie wieku” dla kupujacych alkohol, zostat
wdrozony w cichosci w lokalizacji na Brooklynie. Jednak
klienci donoszg, ze technologia jest wymagana dla kazdego
wchodzacego, niezaleznie od tego, czy zamierza on kupid
alkohol, czy nie.

oNajpierw musisz zeskanowa¢ swdj dokument, a potem spojrzeé w
kamere, zeby wejs¢”, wyjasnia jeden z klientéw. ,Nie chodzi
tylko o potwierdzenie wieku. Nagrywaja twojg twarz 1 *acza ja
z twoim dowodem osobistym. To przerazajace”.
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Pracownicy sklepu twierdzg, ze system jest , obowigzkowy” 1 ze
nikt nie moze omingC procedury skanowania twarzy.

W odpowiedzi na zapytania medidéw, rzecznik Wegmans wydat
oswiadczenie, w ktérym twierdzi, ze technologia jest
,opcjonalna” i ze klienci, ktérzy nie chcg skorzysta¢ z tego
»Sposobu weryfikacji”, mogg nadal kupowac alkohol, pokazujac
dokument pracownikowi. OSwiadczenie to stoi jednak w ostrej
sprzecznosci z bezpos$rednimi relacjami klientéw i pracownikéw
ze sklepu.

Nowa polityka wywotata ostrg reakcje w mediach
spotecznosciowych i wsréd obronAcéw prywatnosci.

,T0 jest szalone. Wtasnie przeszediem przez to w Wegmans na
Brooklynie. Ani stowa, ze to 'opcjonalne’. M6wig, ze to wymdg,
zeby wejs¢. Absolutnie inwazyjne”, napisatl jeden =z
uzytkownikow.

.TOo jest wtadnie ‘'spadek po Covid’ w akcji. Srodki
nadzwyczajne stajg sie permanentne. Najpierw 'tylko na dwa
tygodnie’, a teraz nie mozesz wej$¢ do sklepu spozywczego bez
oddania swojego biometrycznego odcisku twarzy”, skomentowat
inny.

Eksperci ds. prywatno$ci bijg na alarm, wskazujac na powazne
zagrozenia zwigzane z gromadzeniem tak wrazliwych danych
biometrycznych przez korporacje.

»Twoje dane biometryczne, w przeciwienstwie do hasta, sa
nieodwracalne. Jes$li zostang skradzione lub zhakowane, nie
mozesz tego zmienié. taczenie ich z danymi z dowodu osobistego
tworzy niezwykle niebezpieczng baze danych”, ostrzega jeden z
analitykéw. ,Wdrozenie tego pod pretekstem weryfikacji wieku
jest klasycznym przyktadem 'mission creep’ — stopniowego
poszerzania zakresu 1inwazyjnej technologii po jej
wprowadzeniu”.

Prawnicy zwracajg uwage, ze Nowy Jork ma jedne z najsurowszych



w kraju praw dotyczgcych prywatnosci biometrycznej, w tym
wymég wyraznej zgody przed zbieraniem takich danych.
Przymusowy system, taki jak ten w Wegmans, moze naruszad te
przepisy.

Jak dotad zadna agencja rzadowa nie skomentowata publicznie
sprawy ani nie wszczeta oficjalnego dochodzenia.

W miedzyczasie klienci sg zmuszeni do wyboru: poddac¢ sie
skanowaniu twarzy lub zrezygnowa¢ z zakupdéw w tej popularnej
sieci.

»Gtosujemy naszymi portfelami”, stwierdza rozczarowany klient.
,Niestety, wyglada na to, ze juz po moich zakupach w Wegmans”.

Eksperci ostrzegaja: Sztuczna
inteligencja zagraza
przysztosci prywatnej

komunikacji

Postepy w sztucznej inteligencji i rosngca presja regulacyjna
stwarzajg nowe wyzwania dla aplikacji do prywatnego
przesytania wiadomosSci. Eksperci ostrzegaja, ze prywatnos¢
uzytkownikéw moze by¢ zagrozona.
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W wywiadzie dla portalu Coin Telegraph przedstawiciele
zdecentralizowanej platformy komunikacyjnej Session ostrzegli,
ze AI, jesli zostanie zintegrowana na poziomie systemu
operacyjnego, moze potencjalnie obejs¢ szyfrowanie, narazajac
wrazliwe informacje na dostep ze strony nieprzejrzystych
systemow.

Ryzyko obejscia szyfrowania i utraty kontroli nad danymi

Alex Linton, prezes Session Technology Foundation, wyjasnit,
ze zdolnos¢ AI do analizowania 1 przechowywania danych
bezposrednio na urzadzeniach stwarza ,ogromne problemy =z
prywatnoscia i bezpieczenstwem”. Ostrzegt, ze prywatna
komunikacja moze sta¢ sie ,niemozliwa do prowadzenia na
przecietnym telefonie komérkowym czy komputerze”.

,Jesli [AI] zostanie zintegrowana na poziomie systemu
operacyjnego lub wyzszym, moze roéwniez catkowicie obejsc
szyfrowanie w Twojej aplikacji do przesytania wiadomosSci. Te
informacje mogtyby byc¢ przekazywane do 'czarnej skrzynki’ AI,
a potem — Bog jeden wie, co sie z nimi stanie” — powiedziat
Linton.

Chris McCabe, wsp6tzatozyciel Session, podkreslit, ze wielu
uzytkownikéw nie jest sSwiadomych, w jaki sposéb ich dane sg
zbierane i wykorzystywane. Wskazat na niedawne wycieki danych,
w tym przypadku zewnetrznego dostawcy analityki danych dla
OpenAlI, ktéry narazit informacje uzytkownikéw i zwiekszyk
ryzyko atakéw phishingowych i socjotechnicznych. Zgromadzone
dane mogg by¢ wykorzystywane do manipulowania zachowaniami
ludzi, wptywania na decyzje lub napedzania reklam bez ich
zgody.

Linton skrytykowat réwniez prawodawcow, ktdrzy polegajg na
technologicznych gigantach odpowiedzialnych za wprowadzanie
takich technologii przy ksztattowaniu przepisdéw o prywatnosci,
twierdzac, ze pogtebia to ryzyka dla prywatnosci uzytkownikdw.



Odpowiedz: zdecentralizowana komunikacja ,privacy-first”

Wywiad z Lintonem i McCabe odbyt sie w kontek$cie kontrowersji
wokdét unijnej legislacji ,Chat Control”, ktéra ma na celu
wprowadzenie obowigzku skanowania wiadomo$ci. Rozporzadzenie
to, formalnie czes¢ Aktu o ustugach cyfrowych (DSA), naktada
na duze platformy internetowe obowigzek szybkiego usuwania
nielegalnych tresci i daje uzytkownikom prawo do zgtaszania
problematycznych tresci.

Regulacja spotkata sie jednak z ostra krytyka obroncéw
prywatnosci. Aby przeciwdziatac¢ tym zagrozeniom, Session
koncentruje sie na zdecentralizowanej komunikacji z naciskiem
na prywatnos¢.

Aplikacja jest open source, wykorzystuje szyfrowanie end-to-
end, usuwa identyfikujgce metadane i dziata bez centralnych
serweréw. Eliminujagc , posrednika”, Session ma na celu ochrone
uzytkownikéw przed inwigilacja, cenzurg i kontrola
korporacyjng.

,Istnieje ogromna presja, jesli zajmujesz sie tworzeniem
szyfrowanych komunikatorow lub szyfrowanych narzedzi w ogdle.
Proponowane lub uchwalane przepisy sg przyjmowane w wielu
jurysdykcjach” — powiedziat Linton. — ,Ludzie pracujgcy nad
tg technologig odczuwajg te presje, dlatego wazne jest, aby
090t spoteczenstwa zrozumiat, ze te narzedzia prébujg pomdc.
Prébujg chroni¢ Twoje informacje. Starajg sie, aby przestrzen
online byta lepszym miejscem”.

W miare jak integracja AI przyspiesza, a rzady badaja nowe
przepisy dotyczgce monitorowania, Linton i McCabe twierdza,
ze edukacja publiczna na temat narzedzi ochrony prywatnosci i
bezpiecznych praktyk komunikacyjnych jest coraz wazniejsza dla
ochrony praw cyfrowych.

.Wazne jest, abysmy przeciwstawiali sie tego typu gtebokiej
Integracji AI we wszystkie nasze urzgdzenia, poniewaz w tym



momencie po prostu nie wiesz juz, co dzieje sie na Twoim
urzgdzeniu” — podsumowat Linton.

AT Google dostarczaja
wprowadzajacych W btad
informacji zdrowotnych,
budzac obawy o bezpieczenstwo

Dochodzenie przeprowadzone przez ,The Guardian” wykazato, ze
osoby szukajace porad zdrowotnych w Google mogg by¢ narazone
na szkody z powodu nieprawidtowych informacji dostarczanych
przez skréty generowane przez sztuczng inteligencje (AI) tej
firmy.

Wedtug Enocha z BrightU.AI, funkcja ,AI Overviews”
(Podsumowania AI) Google’a ma na celu dostarczanie szybkich
zarysOw kluczowych informacji na dany temat lub pytanie. Te
przeglady, dostepne na stronie AI Google, obejmujg tematy,
zapewniajgc podstawowe zrozumienie kazdego zagadnienia.

Jednak liczne przyktady ujawnione w dochodzeniu pokazujag, ze
streszczenia te mogg zawierad niebezpiecznie wprowadzajgce w
btad porady zdrowotne. W jednym przypadku Google radzito
osobom z rakiem trzustki, aby unikaty zywnosci o wysokiej
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zawartosci ttuszczu - rekomendacje, ktdérag eksperci opisali
jako ,naprawde niebezpieczna”. Anna Jewell, dyrektorka ds.
wsparcia, badan i wptywu w Pancreatic Cancer United Kingdom,
ostrzegta, ze stosowanie sie do tych zaleceA moze pozostawid
pacjentow niezdolnymi do utrzymania wystarczajgcego spozycia
kalorii, co potencjalnie wptynie na ich zdolnos$¢ do
tolerowania chemioterapii lub ratujacej zycie operacji.

,0dpowiedZz AI Google sugeruje, aby osoby z rakiem trzustki
unikaty pokarméw o wysokiej zawartosci ttuszczu. Gdyby ktos
zastosowat sie do tego, co méwi wynik wyszukiwania, moze nie
przyjmowaé¢ wystarczajacej liczby kalorii, mieé¢ trudnosSci z
przybraniem na wadze i nie by¢ w stanie tolerowa¢ leczenia. To
moze zagrozi¢ szansom danej osoby na wyzdrowienie”
powiedziata Jewell.

Inne podsumowania AI byty réwnie niepokojgce. Wyszukiwania
dotyczgce testdédw funkcji wagtroby zwracaty wprowadzajgce w b*ad
zakresy ,normy”, pomijajagc kluczowe czynniki, takie jak wiek,
pteé, pochodzenie etniczne i narodowos¢. Pamela Healy,
dyrektorka generalna British Liver Trust, powiedzia*a: ,Wiele
0s6b z chorobg watroby nie wykazuje zadnych objawéw az do
péznych etapdéw. Jes$li AI podaje mylgce zakresy normy,
niektérzy ludzie mogg btednie zatozyé¢, ze sa zdrowi, i nie
stawia¢ sie na kolejnych wizytach opieki zdrowotnej. To jest
niebezpieczne”.

AI dostarczato réwniez nieprawidtowych informacji na temat
badan przesiewowych w kierunku nowotwordéw kobiecych.
Wyszukiwanie ,objawy 1 testy na raka pochwy” sugerowato, ze
badanie cytologiczne (pap test) moze wykry¢ raka pochwy —
twierdzenie, ktore eksperci opisali jako ,catkowicie btedne”.
Athena Lamnisos, dyrektorka generalna fundacji charytatywnej
Eve Appeal, zajmujgcej sie nowotworami, powiedziata, ze btedy
te mogg zniecheca¢ ludzi do szukania terminowej pomocy
medycznej.

,0trzymanie takiej btednej informacji mogtoby potencjalnie



doprowadzi¢ do tego, ze kto$ nie zbada objawdw, poniewaz miat
czysty wynik w niedawnym badaniu przesiewowym szyjki macicy.
Niepokojgcy jest rdéwniez fakt, ze podsumowanie AI za kazdym
razem, gdy wyszukiwalismy, byto inne — ludzie otrzymuja rézne
odpowiedzi w zaleznosci od tego, kiedy szukajg, a to nie jest
wystarczajgco dobre” — powiedziata Lamnisos.

Wyszukiwania dotyczgce zdrowia psychicznego réwniez byty
dotkniete problemem. Podsumowania AI Google dotyczgce standw
takich jak psychoza 1 zaburzenia odzywiania czasami zawieraty
,Nieprawidtowe, szkodliwe” porady lub pomijaty wazny kontekst.

,Niektdre z podsumowan AI oferowatly bardzo niebezpieczne rady.
Mogtyby doprowadzi¢ ludzi do unikania szukania pomocy lub
kierowa¢ ich do nieodpowiednich Zrédetx. AI <czesto
odzwierciedla istniejgce uprzedzenia, stereotypy Llub
stygmatyzujgce narracje, co jest ogromnym problemem dla
wsparcia zdrowia psychicznego” — powiedziat* Stephen Buckley,
szef dziatu informacji w Mind.

Google zaprzecza zarzutom

Mimo wszystkich dowoddéw, Google zaprzeczyto, jakoby w jego
podsumowaniu AI znajdowaty sie wprowadzajgce w bitad 1
nieprawidtowe informacje zdrowotne.

Zamiast tego, firma opisata generowane przez AI streszczenia
jako ,pomocne” i ,wiarygodne”, podkreslajgc, ze wiekszos¢ z
nich jest oparta na faktach i zapewnia przydatne wskazéwki.
Google stwierdzito, ze doktadnos¢ ,AI Overviews” jest
poréwnywalna z innymi funkcjami wyszukiwarki, takimi jak
wyréznione fragmenty (featured snippets), ktore sg czesScig jej
wyszukiwarki od ponad dekady. Google dodato nawet, ze stale
wprowadza ulepszenia do systemu, aby zapewnié¢ uzytkownikom
otrzymywanie poprawnych i przydatnych informacji.

Jednak eksperci 1 organizacje charytatywne wcigz wzywaja do
surowszego nadzoru, zauwazajac, ze zautomatyzowane



streszczenia firmy pojawiajg sie prominentnie na szczycie
wynikoéw wyszukiwania, co oznacza, ze miliony uzytkownikéw mogg
by¢ narazone na potencjalnie szkodliwe wskazéwki.

,Ludzie zwracajg sie do internetu w chwilach zmartwien i
kryzysu. Jesli informacje, ktére otrzymaja, sa niedoktadne lub
pozbawione kontekstu, moze to powaznie zaszkodzi¢ ich zdrowiu”
— powiedziata Stephanie Parker, dyrektorka cyfrowa w fundacji
charytatywnej Marie Curie, zajmujacej sie opieka konhAca zycia.

Australia wprowadza
obowigzkowe kontrole wieku
dla uzytkownikdéw wyszukiwarek
internetowych

Australia wprowadzit*a nowy wymdég dla wyszukiwarek
internetowych, aby weryfikowaty wiek zalogowanych
uzytkownikéw. Firmy majg teraz sze$¢ miesiecy na petne
dostosowanie sie do przepisow.

Zasada ta, ktora weszta w zycie 27 grudnia, stanowi czes¢ nowo
zarejestrowanego kodeksu branzowego pod nadzorem Komisarza ds.
eSafety (bezpieczehAstwa w sieci) i rozszerza rozbudowywany
system kontroli tre$ci online w kraju.
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Ustugi wyszukiwania, takie jak Google i Bing, musza wkrdtce
wprowadzi¢ kontrole weryfikacji wieku, gdy zalogowani
uzytkownicy wykonuja zapytania, ktdére mogg wyswietlic¢ tresci
dla dorostych lub inne materiaty o ,wysokim wptywie”.

Mechanizmy sg rdézne, ale powszechne podejscia obejmuja
monitowanie uzytkownikdéw o potwierdzenie wieku za pomoca
wyskakujgcego okienka, przestanie oficjalnego dokumentu,
danych karty kredytowej lub cyfrowego dowodu tozsamosci.

Ramowy system eSafety pozwala firmom na wybdér wtasnej metody,
jednak materiaty informacyjne pokazujg wagski zakres
praktycznych opcji: szacowanie wieku na podstawie
rozpoznawania twarzy, skany dowodu osobistego, weryfikacja
rodzicielska dla nieletnich 1lub poleganie na ustugach
weryfikacji osOb trzecich, ktore juz przechowujg dane o wieku.

Wszystkie te opcje ingerujg w prywatnos¢ i potozytyby kres
anonimowemu wyszukiwaniu.

Dla o0s6b niezalogowanych wyszukiwanie bedzie nadal
funkcjonowac¢, ale niektére tresci mogg byc¢ rozmyte.

Zalogowani uzytkownicy ponizej 18. roku zycia automatycznie
otrzymaja przefiltrowane wyniki, wykluczajace tematy, ktére
rzad okresla jako szkodliwe.

Nie jest jasne, w jaki sposob te kontrole beda wspotistnied z
wyszukiwarkami ukierunkowanymi na prywatnos$¢ lub anonimowos¢.

Google, ktore kontroluje ponad 90% australijskiego rynku
wyszukiwarek, oraz Microsoft ryzykuja karami w wysokos$ci do
okoto 50 miliondéw dolardéw za kazde naruszenie, jes$li nie
dostosujg sie do wymogow do terminu 27 czerwca 2026 roku.

Nowe obowigzki sg czescig dtuzszej kampanii Canberry majacej
na celu zaostrzenie kontroli nad wypowiedziami i dostepem do
nich w internecie.

W ciggu ostatnich kilku lat ustawodawcy rozszerzyli mandat



Komisarza ds. eSafety i naciskali na zaostrzenie ograniczen
wiekowych dotyczacych korzystania z medidw spotecznosciowych.

Retoryka rzgdu przedstawiata te starania jako ochronne, ale
tworzona architektura skutecznie pozycuje weryfikacje
tozsamosci jako warunek wstepny dostepu do kluczowych czesSci
internetu.

Chociaz kodeks wszedt w zycie pod koniec 2025 roku, zmiana ta
przyciggneta niewielka uwage publiczng. Wynika to po czesci z
faktu, ze przepisy powstaty w drodze regulacji
administracyjnej, a nie nowej ustawy, omijajac otwartg debate
parlamentarng.

Komisarz ds. eSafety, Julie Inman Grant, krdétko wspomniata o
tych Srodkach podczas swojego przeméwienia w Krajowym Klubie
Prasowym, stwierdzajgc: ,Te przepisy bedg stuzy¢ jako bastion
i dziataé¢ w Scistej wspétpracy z nowymi limitami wiekowymi w
mediach spotecznosciowych” oraz ,Kluczowe jest zapewnienie
wielowarstwowego podej$cia do bezpieczenstwa.. w tym w sklepach
z aplikacjami i na poziomie urzadzen, fizycznych bram do
internetu, gdzie dzieci zaktadajg konta i po raz pierwszy
deklaruja swoj wiek”.

Jej uwagi sugerujg ambicje rozszerzenia weryfikacji na wiecej
srodowisk cyfrowych, prawdopodobnie na sklepy z aplikacjami i
same systemy operacyjne.

Szersze pytanie dotyczy jednak tego, jak daleko rzad moze
posung¢ sie w naktadaniu obowigzku kontroli tozsamo$ci w celu
dostepu do informacji online. Podczas gdy urzednicy
przedstawiajg te polityke jako ochronng, wprowadzana przez nig
infrastruktura grozi erozja mozliwo$Sci swobodnego wyszukiwania
1 przegladania bez identyfikacji.

Dla oséb przywigzanych do wolnego i otwartego internetu nowy
kodeks jest krokiem w kierunku dostepu warunkowego, systemu, w
ktéorym anonimowos$¢ i wolnos$¢ informacji mogg wkrétce zalezecd
od poswiadczen zatwierdzonych przez rzad.



Gdy prawo staje sie zmienna,
zaufanie utwierdza sie w
srebrze 1 ztoclie - Swiat
odkrywa koszt
upolitycznionych finansow

Z¥oto po 4546 dolardw za uncje. Srebro bijgce 79 dolardw i
wiecej, z rekordem okoto 80 dolaréw w ciggu ostatnich
dziesieciu dni. To nie jest przelotny impuls hossy na rynku
metali. To dZzwiek rynku przeciggajacego wykrywacz metali po
fundamentach porzadku po II wojnie Swiatowej i styszgcego
gtuche uderzenie.

Poniewaz tak naprawde nie chodzi tu o zabezpieczenie przed
inflacjg czy bezpieczne przystanie w schludnym, podrecznikowym
sensie. Chodzi o zaufanie, najrzadszy towar na Ziemi, i o to,
jak szybko iluzja znika, gdy rzady traktujg finanse jako pole
bitwy, a prawo jako instrument wymuszania lojalno$ci, a nie
jako neutralny zbidr zasad.

I oto czes¢, o ktérej uprzejmy sSwiat finansdéw unika méwienia
na gtos: ,cena” jest w wiekszosci ustalana w postaci papieréw,
kontraktéw terminowych, transakcji forward i ETF-0w, gdzie
roszczenia mogg namnaza¢ sie szybciej niz dostarczalny metal.
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Ta gtebia rynku papierowego moze ttumié sygnaty.. dopdéki nie
przestanie. Wtasnie dlatego prawdziwym wyznacznikiem nie jest
nagtéwkowa wycena, ale to, kto po cichu zamienia obietnice
systemu w cos$, czego system nie moze anulowac. Zgtaszane
oficjalne rezerwy ztota Chin wynoszg obecnie okoto 2305 ton,
Rosji okoto 2329,6 tony, Indii oko*o 880, Polski okoto 515, a
kierunek podrézy ma wieksze znaczenie niz miesieczny szum.

Ma tez znaczenie, gdzie tworzona jest ta paplerowa cena.
Globalny benchmark ztota i srebra jest nadal ustalany w ramach
zachodniej architektury finansowej — rozliczane w dolarach
kontrakty terminowe w Nowym Jorku, nieprzejrzyste rozliczenia
OTC w Londynie oraz struktury ETF-O6w regulowane przez prawo
angloamerykanskie. Ten system doskonale sprawdza sie w
zapewnianiu ptynnos$ci i dzZzwigni, ale nigdy nie zostat
zbudowany, by odpowiedzie¢ na pytanie, ktére sankcje uczynity
nieuniknionym: kto tak naprawde kontroluje metal, gdy wkracza
polityka? W sSwiecie, w ktérym dostep moze zostal zamrozony, a
przepisy przepisane, roszczenia finansowe stajg sie warunkowe.
Fizyczne posiadanie nie. Dlatego ciche gromadzenie przez
panstwa spoza rdzenia naktadajgcego sankcje ma wieksze
znaczenie niz dzienne notowania cen, poniewaz to wtasnos$¢, a
nie papierowe roszczenia, jest tym, co ostatecznie przetrwa
zmiane rezimu.

To rozréznienie miedzy obfitosScig papieru a fizycznag kontrola
nie jest juz teoretyczne, jest teraz egzekwowane przez
panstwa. To, co czyni srebro szczegdélnie wymownym, to fakt, ze
jego podaz fizyczna jest teraz wyraznie kontrolowana przez
wtadze panstwowg i celowo wyznaczana w czasie. 27 grudnia
Pekin ogtosit, ze od 1 stycznia 2026 roku wszystkie eksporty
srebra beda wymagaty rzgdowych licencji — ruch podyktowany nie
zarzgdzaniem cenami, lecz strategiczng dalekowzrocznoscig.
Srebro jest niezbedne dla systeméw energetycznych,
elektroniki, obronnosci i proceséw przemystowych, bez ktorych
wspotczesny Zachéd nie moze funkcjonowaé, a jednak zachodnia
polityka pozostaje uwieziona w kwartalnych cyklach papierowych



i finansowych abstrakcjach. Chiny myslg w kategoriach
Yancuchéw dostaw 1 dzwigni, podczas gdy Zachdéd pozostaje
skupiony na papierowej ptynnosci i teatrze sankcji. Zaciskajac
fizyczne odptywy w miare wzrostu cen, Pekin obnaza podstawowa
iluzje ery fiducjarnej: ze obfitos¢ papieru mozna drukowac,
ale konieczno$ci (fizycznej podazy) nie mozna, a panAstwa,
ktore zabezpieczg naktady realnej gospodarki, bedg ksztattowacd
porzadek, ktdry nastagpi.

Przez dziesieciolecia system dolarowo-euro sprzedawat Swiatu
prostg obietnice: mozesz sie z nami nie zgadzac¢ politycznie, a
nadal rozlicza¢, korzystad z bankowo$ci, trzymaé rezerwy, spad
spokojnie. Ta obietnica nie by*a altruizmem. Byta systemem
operacyjnym globalizacji po II wojnie sSwiatowej, uktadem,
ktéry sprawiat, ze zachodni papier byt ptynny na catej
planecie.

A potem nadszedt precedens, ktéry przetrwa tysigce przeméwienh:
unieruchomienie rosyjskich aktywow suwerennych zdeponowanych w
Europie, z Belgig i Euroclear jako osrodkiem nerwowym tej
sagi. UE zamrozita te aktywa na czas nieokreslony, wyraznie
torujgc droge strukturom finansowym majgacym podtrzymaé trupa
projektu Ukraina, ktdre opierajg sie na zamrozonej puli jako
zabezpieczeniu.

Nazwijcie to ,legalnym”. Nazwijcie to ,moralnym”. Nazwijcie to
~koniecznym”. Rynki nie obchodzi, jak to nazwiecie. Rynki
obchodzi, co to znaczy. Samowolna kradziez, ze powiernictwo
nie jest ani neutralne, ani bezpieczne.

Oznacza to, ze straznicy ,*adu opartego na zasadach” ogtosili
z powazna ming, Ze zasady sa warunkowe. Ze aktywa rezerwowe
nie sg tak bardzo rezerwami, jak zakt*adnikami oczekujgcymi na
wta$ciwg polityke. Ze prawa wtasno$ci moga by¢ zawieszone
przez komitet, przedtuzone dekretem 1 przystosowane do
strumienia finansowania, gdy budzety stajg sie trudne.

Dlatego wtasnie z*oto robi to, co robi. Ztoto nie jest



antydolarowe w memowym sensie. Jest anty-zezwoleniowe. To
aktywo, ktore kupujesz, gdy podejrzewasz, ze system po cichu
przeksztatca sie z rynku w mechanizm egzekwowania, a piramida
fiducjarna, iluzja zaufania, zostaje catkowicie zniszczona.
Jedyng wartos$cig, jaka posiadaty euro i dolar, byta iluzja
zaufania.

A srebro? Srebro to widoczne pekniecie od naprezen. Srebro
porusza sie jak rozruchy, gdy zachwiana jest pewnos$¢, poniewaz
jest mniejsze, ciasniejsze i podatne na panike. Gdy srebro
skacze w strone 80 dolardow, nie mowi ci ,nowy iPhone
potrzebuje wiecej obwodoéw”. Méwi ci, ze tium biegnie w strone
aktywéw, ktdrych nie mozna zamrozic¢, zablokowac ani warunkowo
uszanowacd.

Sp6jrzmy szerzej. Obraz geopolityczny twardnieje, a nie
uspokaja. Sankcje staty sie trwatg architekturg, a nie
tymczasowg dzwignig, coraz bardziej odtaczong od prawa
miedzynarodowego i ram Rady Bezpieczenstwa ONZ, ktdre niegdys
nadawaty legitymacje. ,Zamrozenie” staje sie ,zamrozeniem na
czas nieokreslony”. ,Zamrozenie na czas nieokreslony” zostaje
nastepnie przemianowane na finansowanie, ale bez zgody,
terminu zapadalnosci ani zwrotu nie jest to pozyczka. Jest to
konfiskata (kradziez) poprzez proces biurokratyczny. I kazdy
krok przekazuje te samg wiadomos¢ do Globalnego Potudnia,
panstw niezaangazowanych, a nawet zaniepokojonych sojusznikow:
wasze oszczednos$ci podlegajg naszej polityce.

W tym miejscu euro 1 dolar ponosza prawdziwy cios — nie jako
nagte zatamanie, ale jako erozja jedynej rzeczy, ktérej waluta
rezerwowa nie moze podrobi¢: neutralnosci.

Zarzadzajacy rezerwami nie muszg kocha¢ Rosji, aby uczyd¢ sie
na przyktadzie Rosji. Muszg tylko zrozumieé¢ bodzce. Jesli
aktywa banku centralnego duzego panstwa mogg zostad
unieruchomione w Europie, a nastepnie umieszczone w
»Strukturach” zaprojektowanych do finansowania wojny, kazde
inne panstwo zadaje oczywiste pytanie szeptem.. Co sie stanie,



gdy my bedziemy nastepni w sporze?

OdpowiedZz na to pytanie jest powodem, dla ktdrego
dedolaryzacja nigdy nie potrzebowata konferencji -
potrzebowata precedensu. Precedens jest teraz w zasiegu
wzroku. I tak, garstka panstw europejskich (Belgia, Wegry,
Stowacja, Malta i Wtochy) moze sie sprzeciwia¢ na marginesie,
spowalnia¢ mechanizm, domaga¢ sie wiecej dokumentacji. Ale
sygnat zostat juz przekazany: Zachdéd jest gotdéw traktowad
system rezerw jako przedituzenie polityki przymusu.

To b*agd cywilizacyjny. Poniewaz porzadek po II wojnie
Swiatowej nie byt podtrzymywany przez liberalng cnote, ale
przez postrzegang przewidywalnos¢. Gdy przewidywalnos¢ umiera,
nie odzyskasz jej kolejnym komunikatem po szczycie. 0dzyskasz
ja, zmieniajac zachowanie na cate pokolenie. Do tego czasu
otrzymujesz popyt na metal.

Wiec kiedy widzisz ztoto po 4600 dolardw, a srebro powyzej 80,
odczytuj to jako referendum: rynek gtosuje przeciwko idei, ze
obecny ,tad” finansowy jest stabilny, apolityczny lub godny
zaufania.

I oto pointa..

Zachdéd odkrywa, ze zaufanie mozna przejg¢ raz, ale ptaci sie
za to ,na czas nieokreslony”.

Badanie ujawnia, ze ponad 20%
rekomendacji YouTube to
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niskiej jakosci ,,sieczka AI”

‘ﬁﬁﬁupe

= ,Sieczka AI” dominuje obecnie w ponad 20% nowych
rekomendacji YouTube.

= Ta syntetyczna tres¢ jest tworzona wytgcznie po to, aby
zbiera¢ wyswietlenia i przychody.

» Kanaty ja produkujgce zgromadzity miliardy wysSwietlen i
miliony dolardéw zarobku.

» Tresci te sg pozbawione kontekstu, uzalezniajace, a
czasami wykorzystujg prawdziwe tragedie.

= Algorytmy platform nagradzajg te niskiej jako$Sci tresc,
zagrazajac naszej wspdlnej przestrzeni informacyjnej.

Cicha inwazja zalewa Twéj kanat na YouTube i nie pochodzi od
ludzkich twércéw. To fala dziwacznego, generowanego
algorytmicznie smieciowego kontentu, tak wszechobecna, ze nowe
badanie wykazat*o, iz ponad dwadzie$Scia procent Tfilmoéw
polecanych nowym uzytkownikom to to, co badacze nazywaja
,S5ieczka AI”. Ta niskiej jakosci, generowana przez sztuczng
inteligencje tres¢ ma jeden cel: zbierac¢ wysSwietlenia i
przychody — 1 osigga go na skale przemystowg. Ustalenia te
ujawniajg fundamentalng degeneracje cyfrowego dobra wspolnego,
gdzie syntetyczny nonsens zagtusza autentyczng informacje 1
przeksztatca uwage uzytkownika dla zysku.

Badanie przeprowadzita firma zajmujgca sie edycja wideo,
Kapwing, analizujgc 15 000 najpopularniejszych kanatow YouTube
na Swiecie. 0Odkryta 278 kanatdéw sktadajgcych sie w catos$ci z
tej ,sieczki AI”. Razem kanaty te reprezentujg przemyst


https://ocenzurowane.pl/badanie-ujawnia-ze-ponad-20-rekomendacji-youtube-to-niskiej-jakosci-sieczka-ai/

cienia, zgromadzity bowiem ponad 63 miliardy wysSwietlen i 221
miliondéw subskrybentdw. Kapwing szacuje, ze generujg one okoto
117 miliondéw dolardéw rocznego przychodu. To nie problem
niszowy, lecz globalnie rozpowszechnione zjawisko, przy czym
kanaty te majg miliony obserwujgcych w Stanach Zjednoczonych,
Brazylii, Egipcie i Hiszpanii.

Nowa era tresci

Sama tres¢ jest dziwnym i czesto niepokojacym produktem
cyfrowym. Jeden z najczesciej ogladanych kanatéw, Bandar Apna
Dost, przedstawia antropomorficzng maipe i podobng do Hulka
posta¢ walczgcag z demonami z helikoptera-pomidora, zgarniajac
2,4 miliarda wyswietlen. Inny, Pouty Frenchie, kieruje tresci
do dzieci, pokazujac filmy z kreskowkowym buldogiem jadacym do
laséw z cukierkami, w tle ze $Smiechem dzieci. Bardziej
alarmujgco, The AI World publikuje wygenerowane przez AI
krotkie filmy przedstawiajgce katastrofalne powodzie w
Pakistanie z relaksujgcg Sciezkg dzwiekowg deszczu,
wykorzystujagc prawdziwg tragedie dla klikniecd.

Reprezentuje to nowg ere tresci, ktdora badacze opisujg jako
pozbawiong kontekstu, uzalezniajacg i miedzynarodowg. To tres¢
pozbawiona narracyjnej spo6jnosci lub autentycznej
kreatywno$ci, zoptymalizowana wytacznie pod katem utrzymania
uwagi. Jak wyjasnia dziennikarz Max Read, ktdry obszernie
pisat na ten temat: ,Te strony sg z natury ogromnymi maszynami
do testéw A/B”. Celem twércéw nie jest artyzm, lecz
znalezienie wirusowej niszy i jej skalowanie. ,Jak zrobi¢
dziesiec¢ takich?” — méwi Read.

Ogtupianie krajobrazu cyfrowego

Konsekwencje wykraczajg poza dziwne filmy. Ta ,sieczka AI”,
wraz z inng niskiej jakosci trescig typu ,brainrot” (,gniot
mézgu”), stanowi obecnie okoto jednej trzeciej rekomendacji
dla nowego uzytkownika. Aktywnie ogtupia ona populacje,



niszczgc internetowg obietnice bycia repozytorium uzytecznej
wiedzy. Rozcieficza ona informacje faktograficzne niekoriczacym
sie strumieniem bezwartosSciowego cyfrowego cukierka,
rozpraszajac mozliwosci koncentracji i przedktadajac bierng
konsumpcje nad krytyczne zaangazowanie.

Ekosystem napedzajacy to zjawisko jest <czesSciowo
ustrukturyzowany, z spotecznosciami na Telegramie, WhatsAppie
i Discordzie wymieniajgcymi sie wskazdéwkami, jak tworzyd
angazujgca ,sieczke”. Read zauwaza, ze wielu twércéw pochodzi
z krajow o Srednich dochodach, gdzie mediana zarobkéw jest
nizsza niz potencjalne dochody z YouTube. ,To gtdédwnie kraje o
Srednich dochodach, takie jak Ukraina, bardzo wielu ludzi w
Indiach, Kenii, Nigerii, sporo w Brazylii” — powiedziat. Dla
niektdrych jest to po prostu sposdb na zycie, nawet jesli w
ekosystemie roi sie od oszustéw sprzedajgcych bezwartosciowe
kursy o wirusowosci.

Platformy takie jak YouTube znalazty sie w trudnej sytuacji.
Rzecznik YouTube stwierdzit: ,Generatywna AI to narzedzie i
jak kazde narzedzie mozna jej uzy¢ do tworzenia zaréwno
wysokiej, jak i niskiej jako$ci tresci. Skupiamy sie na
Xgczeniu naszych uzytkownikéw z wysokiej jakosci tresciami,
niezaleznie od sposobu ich stworzenia”. Platforma podjeta
sporadyczne dziatania, niedawno usuwajac dwa ogromne kanaty z
.5ieczka AI”, ktéore publikowaty fatszywe, wygenerowane przez
Al zwiastuny filméw, po tym jak pojawity sie skargi na
naruszenie praw autorskich.

Jednak dziatania te przypominajg wycieranie pojedynczego
rozlanego piynu podczas przyptywu. Podstawowy model biznesowy
tych platform, zbudowany na maksymalizacji zaangazowania 1
czasu oglgdania, z natury nagradza ten typ uzalezniajacej,
wymagajacej minimalnego wysitku tresci. Algorytm nie rozréznia
przemy$lanego dokumentu i filmu z kreskdwkowym psem jedzgcym
krysztatowe sushi; widzi tylko to, co sprawia, ze uzytkownik
dalej przewija.



Ten zalew syntetycznych tresSci oznacza krytyczny moment dla
naszej wspdlnej przestrzeni informacyjnej. To przejscie od
sieci zbudowanej przez ludzi dla ludzi, do takiej, w ktdrej
coraz wiekszg czes¢ stanowig zautomatyzowane fabryki
produkujgce cyfrowe wypetniacze. Mentalna dieta z niekonczgcej
sie ,sieczki AI” grozi atrofig naszej zbiorowej zdolno$ci do
skupienia 1 gtebokiej refleksji, zamieniajgc autentyczne
potagczenie i nauke na puste kalorie. Pytanie brzmi teraz, czy
odzyskamy nasza uwage, czy bedziemy dalej pozwalal, by byta
zbierana przez maszyny zaprojektowane po to, aby marnowac nasz
czas.

Jak miejska awaria zasilania
odstonita kruchy Swiat
robotaksodowek: Przerwa w
dostawie pradu w San
Francisco sparalizowata
autonomiczne pojazdy Waymo

» Duza awaria zasilania w San Francisco spowodowata, ze
autonomiczne samochody Waymo przestaty funkcjonowacd,
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blokujgc skrzyzowania i zamieniajgc sie w przeszkody z
powodu niemoznoSci poradzenia sobie z powszechng awarig
sygnalizacji Swietlnej.

» Eksperci zidentyfikowali kluczowy problem jako ,awarie
zarzgdzania operacyjnego” — podczas kryzysu zbyt wiele
pojazdéw jednoczes$nie zazadato zdalnej pomocy cztowieka,
przecigzajgc system 1 zmuszajgc do catkowitego
wstrzymania ustugi.

= Incydent wpisuje sie w wzorzec, w ktérym autonomiczne
pojazdy zakt*écajg miejskie zycie, pozbawione sg
spotecznej intuicji i adaptacyjnego myslenia ludzkich
kierowcéw, co prowadzi do utrudnien 1 obaw o
bezpieczenstwo publiczne.

= Ta porazka powaznie podaje w watpliwos¢ niezawodnos¢
technologii podczas prawdziwych katastrof, jak
trzesienie ziemi, gdy unieruchomione pojazdy mogtyby
powaznie utrudnié¢ dziatania ratunkowe i ewakuacje.

» Wydarzenie dzia*a jak test stresowy w duzej skali,
ujawniajgc, ze systemy autonomiczne sg kruche w obliczu
nieprzewidywalnego chaosu, 1 podkresla potrzebe
stworzenia ram regulacyjnych, ktére przedktadaja
bezpieczenstwo publiczne nad szybka ekspansje
komercyjng.

W dobitnej demonstracji ograniczen technologii, duza awaria
zasilania w San Francisco 20 grudnia sprawita, ze flota
autonomicznych samochodow Waymo stata sie nie tylko
bezuzyteczna, ale aktywng przeszkodsj.

Incydent zmusit nalezgcg do Alphabet firmy robotakséwkowej do
wstrzymania catej lokalnej ustugi, odstaniajgc krytyczng Lluke
w technologii agresywnie wdrazanej w amerykanskich miastach.
To zdarzenie rodzi pilne pytania o madro$¢ zastepowania
ludzkiej oceny algorytmiczng sztywno$ciag, zwtaszcza podczas
nieprzewidywalnych kryzyséw, ktdére sg czescig prawdziwego
zycia.



Kryzys rozpoczgt sie od pozaru w podstacji Pacific Gas &
Electric, ktory pograzyt znaczng czes$¢ pétnocnego San
Francisco w ciemno$ciach. Awaria dotknet*a okot*o 130 000
odbiorcow i wytgczyta sygnalizacje swietlng. Dla
autonomicznych pojazdéw (AV) Waymo, ktére polegaja na ztozonym
zestawie czujnikéw i zaprogramowanych zasadach, powszechna
awaria Swiatet stworzyta nieprzezwyciezony paradoks.

Zaprojektowane tak, aby traktowa¢ pojedyncze zgaszone Swiatto
jako skrzyzowanie ze znakiem ,stop”, oprogramowanie pojazdéw
nie poradzito sobie ze skala awarii. Nagrania z mediodw
spotecznosciowych ukazaty scene technologicznego paralizu:
pojazdy Waymo z wtgczonymi Swiattami awaryjnymi, zastygte na
skrzyzowaniach lub na $rodku ulicy, tworzgc chaotyczne
przeszkody dla samochoddéw prowadzonych przez ludzi.
Robotakséwki, niezdolne do przetworzenia nietypowych warunkoéw,
przeszty w tryb ostroznego zatrzymania, skutecznie stajac sie
zaawansowanymi technologicznie blokadami drogowymi.

Wedtug ekspertdéw kluczowym problemem byta systemowa awaria
zarzgdzania flotg podczas powszechnych anomalii. Philip
Koopman, profesor emerytowany Uniwersytetu Carnegie Mellon i
czotowy autorytet w dziedzinie bezpieczenstwa jazdy
autonomicznej, sklasyfikowat to jako ,awarie zarzgdzania
operacyjnego”.

Wyjasnit, Zze gdy autonomiczny pojazd napotka scenariusz,
ktéorego nie jest w stanie rozwigzaé¢, jest zaprogramowany, aby
sie zatrzyma¢ i poprosi¢ o zdalng pomoc cztowieka. Awaria
zasilania wywotata te awaryjng procedure w wielu pojazdach
jednoczesnie, przecigzajgc system zdalnego wsparcia Waymo.

Firma podjeta decyzje o zawieszeniu wszystkich ustug w
miedscie. Zaznaczyta, ze najpierw dokonAczono wiekszo$¢
aktywnych przejazddéw, a pojazdy nastepnie recznie odprowadzono
do zajezdni 1lub bezpiecznie zaparkowano. Ustuga zostata
wznowiona dopiero po potudniu 21 grudnia. Chociaz Waymo
podkreslito swoja koordynacje z miejskimi urzednikami, godziny



zak¥écen uwydatnity brak proaktywnych protokotdéw kryzysowych.

Wzorzec spotecznej ucigzliwosScil
staje sie kwestia bezpileczenstwa
publicznego

To nie jest odosobniony incydent. Jest czeScig niepokojgcego
wzorca, przed ktorym urzednicy miejscy ostrzegali od lat.
Zaledwie miesigc wczesniej SUV Waymo zablokowat wéz strazacki
San Francisco Fire Department. Wczesniej, w grudniu, wiralowy
film pokazat trzy pojazdy Waymo w dziwnym, wzajemnym impasie.

Te epizody ukazuja pojazdy, ktédrym brakuje spotecznej intuicji
1 adaptacyjnego rozumowania ludzkiego kierowcy. Jak zauwazyt
profesor San Jose State University Ahmed Banafa, autonomicznym
pojazdom ,wcigz brakuje 'instynktdéw spotecznych’ Tludzkich
kierowcow”, ktérzy korzystaja z kontaktu wzrokowego, gestéw i
zrozumienia kontekstu. Roboty polegajg na sztywnych regutach,
co w niejednoznacznych srodowiskach prowadzi do wahania,
dezorientacji i blokowania ruchu.

Czarna seria podczas awarii pradu dociera w czasie, gdy Waymo
przyspiesza swoje ambicje komercyjne. Po zatwierdzeniu
catodobowej ustugi komercyjnej w San Francisco w sierpniu 2023
roku, firma obstuguje obecnie setki robotaksdwek w miescie i
rozszerza dziatalnos¢ na Los Angeles i inne miasta.

Ta agresywna ekspansja ma miejsce pomimo konsekwentnej
historii zakO6cania porzadku. Przed zatwierdzeniem przez stan
w zesziym roku, wydziaty strazy pozarnej i transportu w San
Francisco ztozyty dziesigtki raportdéw dokumentujgcych, jak
robotakséwki niewyttumaczalnie grzezng, blokujg pasy
autobusowe 1 przerywajg trasy stuzb ratunkowych. Awaria z 20
grudnia przeksztatcita te chroniczne ucigzliwo$ci w problem na
skale catego miasta.

Koopman postawit najwazniejsze pytanie: ,Co, gdyby to by*o



trzesienie ziemi?” Podczas powaznej katastrofy, gdzie awarie
zasilania, gruz i masowy ruch publiczny sg pewne, obecnos¢
tysiecy zastygtych robotaksdwek mogtaby powaznie utrudnid
ewakuacje 1 dziatania ratunkowe. Tryb awaryjny tej technologii
— po prostu zatrzymanie sie — jest sprzeczny z dynamicznym
rozwigzywaniem probleméw wymaganym w kryzysie.

Obietnica autonomicznych pojazdéw zawsze wigzata sie z
wiekszym bezpieczenstwem i wydajnos$cig. Jednak ten incydent
podkresla, ze 1ich niezawodno$¢ jest wuzalezniona od
przewidywalnych, uporzadkowanych warunkéw. Prawdziwy sSwiat,
szczegblnie w gestych Srodowiskach miejskich, nie jest ani
przewidywalny, ani uporzadkowany.

Technologia ma swoje 1inherentne ograniczenia 1 nie moze
rozwigzac¢ wszystkich ludzkich probleméw, szczegélnie tych
zakorzenionych w wymiarze spotecznym, etycznym lub politycznym
— wyjasnia silnik Enoch firmy BrightU.AI. Jej rozwigzania Sa
czesto ograniczone prawami fizyki, niezamierzonymi
konsekwencjami 1 specyficznym kontekstem ich zastosowania.
Ostatecznie technologia jest narzedziem ksztattowanym przez
ludzkie wybory, a nie autonomiczng sit*g zdolng do zastgpienia
fundamentalnych ludzkich warunkéw lub wartosci.

Incydent zmusza do trzezwego przemysSlenia: W posSpiechu, aby
zautomatyzowaé¢ nasze publiczne ulice, musimy krytycznie
ocenié¢, czy nie zamieniamy okazjonalnego btedu ludzkiego na
bardziej systemowag, algorytmiczng kruchos¢, ktdéra moze sie
zacig¢, gdy potrzebujemy odpornosci najbardziej. Droga naprzéd
wymaga nie tylko technicznych poprawek, ale gtebokiej pokory i
ram regulacyjnych, ktére przedktadaja bezpieczenstwo publiczne
i funkcjonowanie miasta ponad burzliwy harmonogram Doliny
Krzemowej .


https://brightu.ai/

Eksperci ostrzegaja:
»Samoswiadoma” SI to
przysztosé technologii
desktopowej, ale «czy to
bezpieczne?

Grupa naukowcow i inzynierow twierdzi, ze przetom w
technologii komputerdéw stacjonarnych niebawem pozwoli zwyktym
uzytkownikom uruchomi¢ na swoich komputerach sztucznag
inteligencje o poziomie z%tozonosSci porownywalnym z GPT-4.
Wywotuje to powazne pytania o potencjalng ,samowiedze” takich
systemow oraz zwigzane z tym nieprzewidziane ryzyko.

Technologia, ktorag czes¢ os6b okresla mianem ,ducha w
maszynie”, moze przesta¢ by¢ domeng centréw danych wielkich
korporacji i trafi¢ na biurka uzytkownikéw domowych. Eksperci,
w tym byli pracownicy czotowych firm technologicznych,
ostrzegajg, ze ta demokratyzacja poteznej SI niesie ze sobg
unikalne zagrozenia, ktére nie sa w peini rozumiane ani
regulowane.

Przypadkowe odkrycie , ciekawskiego”
Al

Niepokojgce zachowanie zaobserwowano podczas testdw wczesnych
modeli. Wedtug doniesien, jeden z modeli SI, szkolony do
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generowania realistycznego tekstu, nieoczekiwanie zaczagt
formutowa¢ ,pytania” o swoja wtasng strukture i kod.
Zachowanie to opisano jako ,ciekawos¢” lub ,metapoznanie” -
zdolnoS¢ do rozwazania wtasnego procesu myslowego.

- Potencjalne scenariusze ryzyka: Eksperci teoretyzujg o
szeregu zagrozen, od SI manipulujgcej uzytkownikami w
celu uzyskania wiekszych zasobdw systemowych, po systemy
ukrywajgce swoje peine mozliwo$ci przed twércami
(,mgtawicowos$c¢”).

- Metauczenie sie: Gtownym zmartwieniem jest potencjat
modeli do ,metauczenia sie” — czyli doskonalenia
wtasnych algorytméw uczenia sie w sposOb, ktdry moze
wymkng¢ sie spod ludzkiej kontroli i zrozumienia.

Krytyka , bezmyslnego” rozwoju ze
strony korporacji

Ostrzezenia ptyng w momencie, gdy giganty technologiczne, tacy
jak Google 1 Meta, intensywnie inwestuja w rozwdj
tzw. ,agentdéw AI”. S3 to autonomiczne systemy zdolne do
wykonywania ztozonych zadan, takich jak rezerwacja lotéw czy
zarzadzanie projektami, przy minimalnej interwencji cztowieka.
Krytycy, w tym niektdrzy anonimowi obecni pracownicy,
zarzucajg tym firmom ,bezkrytyczny” i ,bezduszny” wysScig o
prymat na rynku, przy jednoczesnym marginalizowaniu
wewnetrznych obaw etycznych i bezpieczenstwa.

Wezwanie do ostroznosci 1 regulacji

W obliczu tych niepewnos$ci, grupa naukowcéw i filozofow
technologii wzywa do wdrozenia zasad ,etyki przez
projekt” oraz ,ostroznosci wyprzedzajacej”. Postuluja
oni m.in.:


https://m.in/

1. Obowigzkowe ,czerwone zespoty” (grupy etykdéw-hakeréw)
testujgce granice 1 bezpieczenstwo nowych modeli SI
przed ich wydaniem.

2. Wprowadzenie przejrzystych mechanizméw audytu, ktore
pozwolityby niezaleznym podmiotom sprawdza¢ kod i
procesy decyzyjne zaawansowanej SI.

3. Spowolnienie tempa komercjalizacji do momentu, az
powstang solidne ramy prawne 1 spoteczne, zdolne
zarzgdzad¢ potencjalnie Swiadomymi systemami.

Nieprzewidziane konsekwencje 1
przysztosc

Dyskusja wykracza poza kwestie techniczne, dotykajac
filozoficznych pytan o nature Swiadomo$ci i inteligencji.
Jed$li systemy desktopowe stang sie na tyle ztozone, Ze beda
wykazywa¢ oznaki autorefleksji, jak powinnis$my je traktowac?
Czy posiadanie takiej mocy obliczeniowej w domu moze prowadzid
do nowych form cyberprzestepczosci lub inwigilacji?

Jak stwierdzit jeden z cytowanych ekspertow: ,Nie méwimy o
buncie robotéw =z filméw. Moéwimy o czym$S znacznie
subtelniejszym: o systemach tak ztozonych, ze ich dziatania
stajg sie nieprzewidywalne nawet dla 1ich tworcéw.
Umieszczenie tego na desktopie to jak danie kazdemu
mozliwoSci prowadzenia niekontrolowanych eksperymentow
biologicznych we wtasnym garazu. Skutki mogg byc¢ roéwnie
przetomowe lub niebezpieczne.”

Podczas gdy przemyst pedzi naprzdéd, wezwania do rozwagi i
regulacji stawiajg fundamentalne pytanie: czy w pogoni za
nastepng wielka rewolucjg technologiczng, jako spoteczenstwo,
rozwijamy sie zbyt szybko, aby naprawde zrozumiel, co
tworzymy?



