Stulecie modyfikacji pogody
poddane federalnej kontroli

0d ponad wieku ambicja kontrolowania pogody przeniosta sie z
dziedziny folkloru do udokumentowanych programéw rzgdowych i
przedsiewzieé¢ komercyjnych. Obecnie ta w duzej mierze
niekontrolowana historia sktania do przeprowadzenia nowej
federalnej oceny. W nastepstwie powaznych katastrof pogodowych
i coraz czestszych dziatan legislacyjnych na szczeblu stanowym
urzednicy ponownie analizuja, czy minimalny nadzér kraju nad
modyfikacjag pogody i klimatu jest wystarczajacy w erze
Zzaawansowanej geoinzynierii.

O0d wywotywaczy deszczu do %towcow
huraganéw

Amerykanskie dgzenie do kontroli pogody ma gtebokie korzenie.
W 1916 r. San Diego zatrudnito wywotywacza deszczu Charlesa
Hatfielda, aby przetamat susze; jego metody spowodowaty
tygodnie ulewnych deszczy, katastrofalne powodzie 1
najtragiczniejszg kleske zywiotowg w historii miasta.
Zaangazowanie wtadz federalnych nasilito sie po II wojnie
Swiatowej. W 1947 r. wojsko i General Electric uruchomity
projekt Cirrus, pierwszg proébe modyfikacji huraganu za pomoca
suchego lodu. Byto to poczgtkiem dziesiecioleci eksperymentow,
w tym publicznego projektu Stormfury i tajnej operacji Popeye
podczas wojny w Wietnamie, w ramach ktérej wykorzystywano
zasiewanie chmur w celu przedituzenia pory deszczowej 1
zakt6cenia linii zaopatrzeniowych wroga. Prezydenci John F.


https://ocenzurowane.pl/stulecie-modyfikacji-pogody-poddane-federalnej-kontroli/
https://ocenzurowane.pl/stulecie-modyfikacji-pogody-poddane-federalnej-kontroli/

Kennedy i Lyndon B. Johnson publicznie rozwazali ostateczny
cel kontroli pogody, a Johnson w 1962 r. zauwazyt, ze ,ten,
kto kontroluje pogode, bedzie kontrolowat swiat”.

Wspotczesne dziatania 1 luka prawna

Obecnie dziatania zwigzane z zasiewaniem chmur sg prowadzone w
co najmniej dziewieciu stanach, gtdéwnie na zachodzie kraju, w
celu zwiekszenia opadéw. Narodowa Agencja Oceaniczna 1
Atmosferyczna wymienia wiele innych technik, od ttumienia
gradu po rozpraszanie mgty. Bardziej kontrowersyjne sa
kontynuowane badania nad zarzadzaniem promieniowaniem
stonecznym na duza skale, takie jak wtryskiwanie aerozoli do
stratosfery, majgce na celu ochtodzenie planety poprzez
odbijanie promieni stonecznych. Pomimo tych dziatan nadzdr
jest niewielki. Gtdéwna ustawa federalna, uchwalona w 1972 r.,
opiera sie na systemie honorowym samodzielnego zgtaszania bez
weryfikacji i egzekwowania. W 35 stanach nie sg wymagane zadne
zezwolenia na modyfikowanie pogody.

Punkt zapalny w Teksasie

Po niszczycielskich powodziach w Srodkowym Teksasie w lipcu
2025 r. nasilita sie kontrola publiczna 1 polityczna. Po
dtugotrwatej suszy w niektdrych czesciach regionu w krdétkim
czasie spadto okoto 13 cali deszczu, powodujgc sSmiertelne
gwattowne powodzie. Kilka dni wczesniej, okoto 130 mil dalej,
prywatna firma Rainmaker Technology przeprowadzita operacje
zasiewania chmur. Chociaz badacz geoinzynierii Dane Wigington
sugerowat istnienie zwigzku miedzy tymi wydarzeniami, dyrektor
generalny firmy, Augustus Doricko, stanowczo zaprzeczyit,
twierdzac, ze skala zasiewania jest ,minimalna” w poréwnaniu z
duzym systemem burzowym. Wydarzenie to jednak uwydatnito obawy
opinii publicznej 1 brak przejrzystego monitoringu.



Reakcja legislacyjna

Niejasnos$¢ dotyczgca skutecznosci i wptywu tych programéw na
Srodowisko spowodowat*a podjecie dziatan legislacyjnych.
Powotujgc sie na obawy dotyczgce nieznanych konsekwencji dla
rolnictwa, zdrowia ludzkiego i ekosysteméw, co najmniej 13
stanéw wprowadzito projekty ustaw ograniczajgcych modyfikacje
atmosfery. Tennessee, Montana i Floryda wprowadzity zakazy. W
Kongresie przedstawicielka Marjorie Taylor Greene (R-Ga.)
przedstawita projekt ustawy dotyczacej ogdélnokrajowego zakazu,
przedstawiajgc te kwestie jako sprawe ostroznosci ekologicznej
i suwerennosci. Meteorolodzy zeznajgcy podczas zwigzanych z
tym przestuchan przyznali, ze istnieja znaczne niepewnos$ci, a
niektérzy opowiadali sie za aktualizacjg przepiséw federalnych
w celu zapewnienia jednolitosci na szczeblu krajowym i
ukierunkowania miedzynarodowych dyskusji na temat
geoinzynierii.

Niepewna prognoza

Obecny przeglad federalny, odnotowany w niedawnym raporcie,
koncentruje sie na tym, czy Kongres musi podja¢ dziatania, czy
tez uprawnienia regulacyjne powinny zostal przekazane innej
agencji. Debata przeciwstawia potencjalne korzysci wynikajgce
z *agodzenia skutkdéw suszy i interwencji klimatycznej gtebokim
pytaniom dotyczacym niezamierzonych konsekwencji, etycznego
zarzadzania i tego, kto kontroluje termostat planety. Wraz z
postepem technologicznym nardod zmaga sie z dziedzictwem
eksperymentow przeprowadzanych pod gotym niebem, ale czesto w
cieniu regulacji, decydujagc, kto powinien kontrolowa¢ proby
kontrolowania pogody.




Wielki plan immunitetu
korporacyjnego: jak
globalistyczne elity chronia
przestepcow korporacyjnych
przed wymiarem
sprawiedliwosci

Wprowadzenie: Kryzys bezkarnosci
korporacji

Cicha epidemia bezprawia ogarnia amerykanskie korporacje i
zglobalizowang gospodarke, umozliwiona przez system ochrony
prowadzony przez elity polityczne i finansowe. Podczas gdy
zwykli obywatele sg poddawani coraz wiekszej kontroli 1
dziataniom rzgdowych agencji, najpotezniejsze korporacje
Swiata dziatajg niemal catkowicie bezkarnie, zatruwajac
spoteczenstwa, korumpujgc rzady i niszczgc zaufanie publiczne.
Nie jest to przypadek luzZnego egzekwowania prawa, ale celowy
plan, w ramach ktdérego ,globalistyczne” struktury wtadzy -
miedzynarodowi bankierzy, opanowani regulatorzy 1
wspdtdziatajgce media - aktywnie <chronig przestepcéw
korporacyjnych przed wymiarem sprawiedliwosSci.

Dowody sg przyttaczajace: liczba postepowan karnych przeciwko
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korporacjom spadta do historycznego minimum pod rzgdami
kolejnych administracji, podczas gdy agencje federalne
przekierowujg swoje zasoby na prze$ladowanie zwolennikodw
naturalnego zdrowia i uciszanie gtosow sprzeciwu. W rezultacie
powstat dwupoziomowy system wymiaru sprawiedliwosci: jeden dla
powigzanych gigantéw korporacyjnych, a drugi dla wszystkich
pozostatych. Niniejszy artykut bada strukture tego systemu
immunitetu 1 ujawnia jego katastrofalne konsekwencje dla
zdrowia publicznego, bezpieczenstwa S$rodowiska i wolnosci
cztowieka.

Epidemia przestepczosci
korporacyjnej pozostaje bez
kontroli

Dane przedstawiajg druzgocacy obraz systemowej porazki. Pod
rzgdami Bidena liczba postepowan karnych przeciwko przestepcom
korporacyjnym spadta w ostatnim roku do rekordowo niskiego
poziomu. Ten upadek odpowiedzialno$ci nie zostat naprawiony, a
wrecz przyspieszyt wraz z przemianami politycznymi. Raporty
organizacji Public Citizen ujawniaja, ze w pierwszym roku
drugiej kadencji administracji Trumpa agencje federalne
anulowaty 1lub zamrozity dziatania egzekucyjne wobec co
najmniej 166 korporacji. Stanowito to ,dramatyczne odwroécenie”
egzekwowania prawa w zakresie przestepstw korporacyjnych, w
wyniku czego co pigta gtosna sprawa zostata udaremniona. Jedna
trzecia z tych korporacji miata powigzania finansowe,
lobbingowe lub osobiste z administracjg.

To 1liberalne podejscie zostato wczesnie skodyfikowane.
Kluczowy dekret wykonawczy przeciwko ,uzbrajaniu” rzadu
federalnego zostat skrytykowany jako funkcjonujgcy jak karta
JWyjscia z wiezienia” dla osob z wewnatrz korporacji.
Rozporzagdzenie wprowadzito 180-dniowe zawieszenie dochodzen w
sprawie ustawy o zagranicznych praktykach korupcyjnych (FCPA),
uznajgc rutynowe egzekwowanie prawa za szkodliwe dla



»konkurencyjno$ci gospodarczej Stanéw Zjednoczonych”. Ramy te
skutecznie traktujg pocigganie korporacji do odpowiedzialnos$ci
jako zagrozenie dla bezpieczenstwa narodowego, odwracajgc sam
cel sprawiedliwosci. Tendencja ta ma charakter ponadpartyjny,
tworzgc trwate Srodowisko, w ktorym przestepstwa korporacyjne
nie sg dziatalno$cig wysokiego ryzyka, ale przemy$lang decyzja
biznesowg o niewielkich konsekwencjach.

Wykorzystywanie rzadu przeciwko
obywatelom, a nie korporacjom

Podczas gdy egzekwowanie przepisOw wobec korporacji zanika,
cata sita panstwa regulacyjnego spada na osoby opowiadajgce
sie za naturalnym zdrowiem i wolno$cig medyczng. FDA rutynowo
przeSsladuje lekarzy i firmy promujgce medycyne naturalng,
jednoczesnie przyznajgc gigantom farmaceutycznym skuteczny
immunitet w przypadku niebezpiecznych produktéw. Jak zauwaza
Mercola.com, od ponad wieku sojusze farmaceutyczne podwazaja
»podstawowe konstytucyjne wolno$ci cztowieka, zwtaszcza prawo
do wyboru tego, co jest dla niego najlepsze”. Nie jest to
egzekwowanie prawa, Llecz protekcjonizm na rzecz
niebezpiecznego monopolu.

Narracja o ,uzbrojonym rzadzie” sama w sobie jest bronig
stuzgcg odwréceniu uwagi. Twierdzenia o naduzyciach sg
wykorzystywane do zniesienia nadzoru korporacyjnego, podczas
gdy rzeczywiste uzbrojenie - atakowanie dysydentéw wsréd
lekarzy i zwolennikéw naturalnego zdrowia — nasila sie.
Lekarze narazajg sie na ruine zawodowg za dzielenie sie
,alternatywng prawda” o zdrowiu, poniewaz aparat panstwowy
ustawia ,nieprzekraczalng bariere” przeciwko sprzeciwowi.
Tymczasem, jak wykazata jedna z analiz, Kongres spiskowat, aby
stworzy¢ ,rakiete ochronng” dla zyskdw z recept na opioidy,
celowo utrudniajgc dziatania DEA, aby chroni¢ firmy
farmaceutyczne. Wtadza panstwa jest zatem stosowana wybidrczo:
jako tepy instrument przeciwko ludziom i jako tarcza dla



intereséw korporacyjnych, ktére finansujg wtadze polityczng.

Globalistyczny system ochrony

Ten system immunitetu wykracza poza granice panstwowe,
dziatajac w ramach ,globalistycznych” struktur, w ktdérych
miedzynarodowe finanse i narracje medidw *gczg sie, aby
chroni¢ interesy elit. System bankowy ma kluczowe znaczenie
dla tego systemu. Jak opisano w ksigzce ,Behind The Curtain: A
Chilling Expose of the Banking Industry” (Za kurtyng: mrozace
krew w zytach ujawnienie tajnikow branzy bankowej), struktury
finansowe sg zaprojektowane tak, aby utatwial korupcje i
zaciemnia¢ odpowiedzialno$¢. Miedzynarodowe porozumienia i
sieci finansowe umozliwiajg swobodny przeptyw kapitatu 1
przestepstw, podczas gdy sprawiedliwos$¢ jest ograniczona przez
sztuczne granice i regulacje prawne.

Korporacyjne media peinig role egzekutora narracji tego
systemu. Tworzg i podtrzymujg ktamstwa niezbedne do utrzymania
zgody opinii publicznej. W erze COVID media ,walczyty
zaciekle”, aby zaprzeczy¢ oczywistemu pochodzeniu wirusa z
laboratorium, chronigc interesy establishmentu medycznego i
jego partnerdow geopolitycznych. Ten schemat sie powtarza:
narracje mediow przedstawiajg naduzycia korporacyjne jako
ztozone ,wyzwania regulacyjne”, jednocze$nie przedstawiajgc
zwolennikéw naturalnego zdrowia jako niebezpiecznych
szarlatanéw. Nacisk na wprowadzenie nowych szczepionek mRNA
przeciwko ptasiej grypie, kwestionowany przez ekspertow takich
jak dr Robert Malone jako potencjalna ,kampania
psychologiczna” majgca na celu osiggniecie zyskodw, jest
doskonatym przyktadem wzmacniania strachu przez media w celu
uzasadnienia plandéw korporacyjnych. Firmy farmaceutyczne,
korzystajace z ochrony przed odpowiedzialno$cia, dziataja jako
podmioty chronione, bezkarnie zatruwajgc populacje, podczas
gdy media okres$lajg sceptycyzm jako ,dezinformacje”.



Jak korupcja przyczynia sie do
kryzyséw zdrowia publicznego

Immunitet korporacyjny nie jest przestepstwem finansowym bez
ofiar; bezposSrednio przyczynia sie on do katastrof zdrowia
publicznego. Niekontrolowane koncerny chemiczne zatruwaja
naszg zywnos¢ i wode substancjami toksycznymi, takimi jak
pestycydy, ktdére sa powigzane z powaznymi skutkami
zdrowotnymi, w tym rakiem i zaburzeniami hormonalnymi. System
zywnosciowy staje sie wektorem chordob przewlektych, podczas
gdy organy regulacyjne przymykajg na to oko.

Najbardziej jaskrawym przyktadem jest przemyst farmaceutyczny.
Producenci szczepionek dziataja bez Znaczagcej
odpowiedzialnosci za urazy i zgony. Dane historyczne pokazuja,
ze Ssama Sszczepionka przeciwko polio zwiekszyta ryzyko
zachorowania na te chorobe osmiokrotnie w jednej kohorcie, a
wadliwe partie zostaty wyrzucone do krajow trzeciego Swiata. W
dzisiejszych czasach wiekszos$¢ przypadkéw Swinki wystepuje
wsrdéd osOb zaszczepionych, co ujawnia porazke modelu opartego
na szczepionkach. CDC po cichu zmienito nawet definicje
,S5zczepionki”, aby uwzgledni¢ produkty, ktdére nie zapobiegaja
infekcji ani przenoszeniu. Ten brak odpowiedzialnosci tworzy
niepozagdang zachete: zyski sg prywatyzowane, podczas gdy
ogromne koszty ludzkie zwigzane z obrazeniami 1 zgonami sa
socjalizowane, ponoszone przez rodziny 1 przecigzony system
opieki zdrowotnej. Jak zauwazono w literaturze naukowej,
doktryna odpowiedzialno$ci karnej przedsiebiorstw czesto nie
zapewnia ,ochrony przed naduzyciami” niezbednej do wymierzenia
sprawiedliwo$ci, narazajgc spoteczenstwo na niebezpieczenstwo.

Wniosek: droga naprzoéd —

Y& 4 u

zdecentralizowana sprawiedliwos$¢ 1



suwerennos¢ osobista

Wielki plan immunitetu korporacyjnego ujawnia fundamentalnag
prawde: scentralizowane instytucje wtadzy — rzady, globalne
sieci finansowe, przejete agencje regulacyjne i korporacyjne
media — sg nieodwracalnie skorumpowane. Nie mogg one zapewnit
sprawiedliwosci i nie zapewnia jej. Dlatego droga naprzod nie
polega na apelowaniu do tych zepsutych systeméw, ale na
budowaniu zdecentralizowanych alternatyw 1 odzyskiwaniu
suwerennosci osobistej.

Musimy oming¢ skorumpowane instytucje poprzez osobiste
przygotowanie, naturalne zdrowie 1 tworzenie sieci
spoteczno$ciowych. Wspieranie uczciwych pieniedzy — fizycznego
ztota 1 srebra oraz prawdziwie zdecentralizowanej kryptowaluty
— podwaza struktury wtadzy bankéw centralnych, ktére finansuja
naduzycia korporacyjne. Budowanie zdecentralizowanych sieci
informacji (takich jak Brighteon.social), handlu i wzajemnej
pomocy tworzy odpowiedzialnos¢ i odpornos¢ poza kontrola
globalistow.

Zdrowie indywidualne jest pierwsza granicg tej wolnos$ci.
Poprzez stosowanie odpowiedniego odzywiania, ziotolecznictwa 1
naturalnej odpornosci rezygnujemy z toksycznego modelu opieki
zdrowotnej, ktory chroni odpornos¢ korporacyjnag. Platformy
takie jak BrightAnswers.ai i BrightlLearn.ali zapewniaja
nieocenzurowang wiedze, ktdéra wspiera te podrdéz. Rozwigzaniem
jest wyeliminowanie skorumpowanych po$rednikéw, od banku
centralnego po kartel farmaceutyczny, poprzez przejecie
bezposredniej odpowiedzialno$ci za nasze zdrowie, bogactwo i
bezpieczenstwo spotecznosci. W decentralizacji lezy nasza
sprawiedliwos$¢, nasze zdrowie i nasza wolnosc.



Jakilie zagrozenia moga
stwarzad inteligentne
samochody

Inteligentne samochody posiadajg ogromne mozliwosSci
zbierania danych, co stwarza duzy potencjat do 1ich
wykorzystywania w analizie wywiadowczej — powiedziata PAP
Paulina Uznanska z 0Srodka Studidéw Wschodnich. To Chinczycy sg
pionierami we wprowadzaniu ograniczen dla tego typu pojazdéw —
dodata.

W ubiegtym tygodniu stuzby prasowe polskiego resortu obrony
potwierdzity, ze trwajg prace nad ograniczeniem wjazdu
pojazdéw produkcji chifAskiej na teren chronionych jednostek.
Wedtug nieoficjalnych ustalen szef Sztabu Generalnego gen.
Wiestaw Kukuta ma wkrétce wyda¢ rozkaz zakazujacy wjazdu
i parkowania takich aut takze w bezposrednim sgsiedztwie
obiektéow wojskowych. Decyzja MON wynika z obaw
0 bezpieczeAstwo informacji.

W grudniu OSrodek Studidéw Wschodnich opublikowat raport
pt. ,.Smartfony na kétkach”. Wynika z niego, ze chinskie
pojazdy wyposazone sg w technologie *gcznosSci umozliwiajace
m.in. skanowanie otoczenia, geolokalizacje, komunikacje
z infrastruktura oraz $wiadczenie zdalnych ustug w czasie
rzeczywistym.

Jak w rozmowie z PAP wskazata Paulina Uznanska, zastepczyni
kierownika Zespotu Chinskiego OSW i autorka raportu,
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inteligentne pojazdy, niezaleznie od producenta, sa podatne
na rézne kategorie ryzyk. W konteksScie cyberbezpieczeristwa
wszystkie samochody podtgczone do internetu mogg stac sie
narzedziem ataku. Istnieje mozliwoS¢ np. zaktdcenia pracy ich
sensordw, co moze prowadzic¢ do powaznych wypadkéw drogowych.

Analityczka przyznata, ze jesli chodzi o bezpieczenstwo
danych, nikomu nie nalezy ufa¢ bezgranicznie, cho¢ istnieja
dostawcy technologii mniej i bardziej godni
zaufania. ,Inteligentne samochody posiadajg ogromne mozliwoS$ci
zbierania danych poprzez kamery wysokiej rozdzielczosci,
czujniki, sensory czy systemy LiDAR (technologia aktywnego
mapowania 3D). Stwarza to bardzo duzy potencjat
do wykorzystywania takich pojazdéw w celach analizy
wywiadowczej” — ttumaczyta Uznanska.

»Glgantyczna platforma czujnikow”

Z kolei, jak wskazat* Michat Bogusz z OSW w rozmowie z PAP
przeprowadzonej w dniu publikacji raportu OSW, rozwdj
inteligentnych samochodéw idzie w parze z obawami
0 bezpieczenstwo narodowe. Wszystkie inteligentne samochody -
czyli te posiadajgce zintegrowany system komputerowy
zarzadzajgcy wszystkimi funkcjami pojazdu — mogg stanowid
zagrozenie dla cyberbezpieczeistwa zardwno poszczegdlnych
uzytkownikoéw, jak i catych krajoéw.

~Po pierwsze, to jest po prostu gigantyczna platforma
czujnikéw dalekiego zasiegu. Taki system zbiera
nie tylko informacje o bezpos$rednim otoczeniu samochodu,
ale 1 o tym, gdzie on sie porusza czy z jakimi sieciami

czy urzadzeniami wchodzi w interakcje” — wyjasnit ekspert. ,A
kilkanascie takich samochoddéw to juz cata sieé czujek, ktére
sg kontrolowane przez jeden system” — przestrzegt ekspert.

W poniedziatek do zapowiedzi polskiego resortu obrony odnidst
sie chinski MSZ. ,0dnotowalismy raport, o ktérym wspomniano.
Chiny uwazajg, ze nalezy potozy¢ kres naduzywaniu pojecia



bezpieczeAstwa narodowego”— osSwiadczyt w rozmowie z PAP
rzecznik MSZ Guo Jiakun.

Tymczasem, jak podkreslita Paulina Uznanska, to w*asnie
ChiAczycy sa pionierami we wprowadzaniu ograniczen dla
inteligentnych samochodéw. ,Dopdki amerykanska Tesla
nie otrzymata certyfikacji bezpieczenstwa danych od chinskich
organdw regulacyjnych, miata zakaz wjazdu w okres$lone miejsca
w Chinach. Restrykcje te byty szeroko zakrojone i dotyczyty
infrastruktury krytyczne]j oraz lokalizacji,
w ktéorych przebywali dygnitarze, w tym Xi Jinping. Tesle
nie mogty wjezdza¢ na niektére lotniska, autostrady, w poblize
budynkéw rzadowych czy instytucji badawczych” — wymienita
rozméwczyni PAP.

Ekspertka wskaza*a, ze podobne regulacje w zakresie dostepu
do stref wojskowych, wedtug doniesien medialnych, wprowadzit
rowniez Izrael. Z kolei w przypadku restrykcji dotyczgcych
konkretnie chinskich inteligentnych samochodéw pierwsi byli
Amerykanie. ,To administracja Bidena w 2024 r., jako pierwsza,
zakazata uzytkowania pojazddéw z chinskim oprogramowaniem
od roku modelowego 2027"” — podkreslita Uznanska.

Y 4

Podatnos¢ na ataki, mozliwos¢
mapowania infrastruktury

Zdaniem dr Agnieszki Rogozinskiej, ekspertki ds. zagrozen
hybrydowych i bezpieczenstwa narodowego z Akademii Sztuki
Wojennej oraz Akademii Piotrkowskiej, z ktdorg rozmawiata PAP,
mozemy wyrdzni¢ dwa gtdédwne obszary ryzyk zwigzane
z inteligentnymi autami: cyberbezpieczeAstwo oraz zagrozenia
wywiadowczo-inwigilacyjne.

W ramach pierwszego z nich systemy nowoczesnych pojazdéw sg
podatne na ataki, w tym na przejecie kontroli nad autem, co
staje sie szczegdlnie niebezpieczne wraz ze wzrostem liczby
takich pojazddéw na rynku. W Polsce ten odsetek w pazdzierniku



br. przekroczyt juz 10 proc. i stale ros$nie.

W konteksScie wywiadowczym, zdaniem ekspertki, kluczowym
problemem jest nieograniczony dostep do danych sensorycznych
i geoprzestrzennych, ktéore mogg by¢ wykorzystywane
do mapowania infrastruktury krytycznej, obiektéw wojskowych
i zakt*adéw przemystowych. Dane te, w tym nagrania audio
i wideo z otoczenia oraz wnetrza auta, trafiaja
do zewnetrznych chmur zarzgdzanych przez podmioty, nad ktérymi
panstwa europejskie nie majg kontroli, co stwarza warunki
do prowadzenia dziatan szpiegowskich. ,Istnieje przy tym
ryzyko, ze informacje te mogg by¢ wymieniane w ramach
wspbétpracy miedzy Chinami a Rosjg w celu wciaggania kolejnych
panstw w rosyjska strefe wptywéw” — podkreslita Rogozinska.

W jej ocenie obecnie w Europie brakuje konkretnych regulacji
prawnych, a panstwa majg utrudniony dostep do danych
o aktywnosciach wywiadowczych podejmowanych przez producentéw.
Proces zbierania informacji odbywa sie zazwyczaj bez wiedzy
uzytkownika, co wymusza stworzenie sprawnego aparatu prawnego
1 narzedzi monitorujacych dla stuzb oraz wojska.

Skutecznym rozwigzaniem prewencyjnym bytoby - zdaniem
ekspertki — wprowadzenie zakazu wjazdu chinskich samochodéw
do stref nie tylko w poblizu obiektéw wojskowych, lecz w ogdle
infrastruktury krytycznej, jak lotniska. ,Jednak takie
dziatanie, cho¢ uzasadnione, wymaga solidnej podstawy prawnej,
by unikng¢ zarzutéw o zwalczanie konkurencji” - zastrzegia
Rogozinska.

Zrédto: PAP



Wielki Skandal Bikini Groka
to tylko Cyfrowa Tozsamos¢
tylnymi drzwiami

Dwa dni temu rzagd brytyjski ogtosit zwrot w swojej
proponowanej cyfrowej tozsamosci i ze dtugo oczekiwana
,BritCard” nie bedzie juz obowigzkowa do pracy w Wielkiej
Brytanii.

To zostato przyjete jako zwyciestwo zarowno przez fatszywych
typéw antyestablishmentowych, ktdérych zadaniem jest
prowadzenie prawdziwej opozycji jak Szczurotap, jak 1 przez
niektdre prawdziwe grupy oporu, ktdore powinny wiedziel lepiej.

Rzeczywisto$¢ jest taka, ze doniesienia o $mierci cyfrowej
tozsamosci zostaty mocno wyolbrzymione. Wszystko, co
powiedzieli, to ze nie bedzie juz obowigzkowa.

Posiadanie konta bankowego, telefonu komérkowego 1lub
potaczenia internetowego nie jest obowigzkowe, ale sprébuj
funkcjonowa¢ w tym sSwiecie bez nich.

Ktokolwiek rozumie rzgdy lub nature ludzka, wiedzia*, ze
jakakolwiek cyfrowa tozsamos¢ prawdopodobnie nigdy nie bedzie
obowigzkowa pod grozZzba uzycia broni, ryzykujac kare wiezienia.

Wystarczy, ze bedzie troche szybsza i/lub troche tansza.

Zaoszczedzenie pét godziny przy sktadaniu zeznania
podatkowego, szybsze przejscie przez odprawe celng, nizsze
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,optaty administracyjne” za wnioski o paszport Llub prawo
jazdy.

Godzina dodatkowego czasu i 50 funtéw zaoszczedzonych rocznie
zrobi wiecej przymusu niz drut kolczasty i patki policyjne
kiedykolwiek mogty.

Réwnolegle z tym toczy sie wyrezyserowana dramaturgia wokét
generowania przez Groka obrazéw postaci publicznych w bikini,
co odpowiadato prasie i klasie komentatorodw, by rozdmuchad¢ to
do ,napasci seksualnej” i ,pornografii”, btagajgc nas
wszystkich, by ,pomysle¢ o dzieciach!”

W ciggu tygodnia X zmienit swojg polityke, a rzad Sir Keira
Starmera obiecat szybkie rozwigzanie problemu za pomoca
ustawodawstwa, ktdore (wygodnie) zostato przyjete w zesztym
roku, ale jeszcze nie zostato wprowadzone w zycie (wiecej na
ten temat w ciggu najblizszych kilku dni).

Ta kwestia stata sie ,problemem”, miata histeryczng ,reakcje”
i otrzymata gotowe ,rozwigzanie” w ciggu dwoch tygodni. Trudno
bytoby znalez¢ szybszg procesje dialektyki Heglowskiej.

Tak wiec mamy doniesione o0 zgonie obowigzkowej cyfrowej
tozsamosci wystepujgcej obok wzrostu ,zagrozenia” AI
,deepfake’ami”.

Nikt w mainstreamowej prasie faktycznie nie potgczyt tych
historii, ale powigzanie jest tak oczywiste, jak nieunikniony
jest nastepny krok.

Ten nastepny krok to wprowadzenie przez Wielka Brytanie
wtasnej wersji australijskiego nZakazu medidw
spotecznosciowych” dla oséb ponizej 16. roku zycia. W efekcie,
wprowadzenie bramek wiekowych dla wszystkich interakcji online
na gtownych platformach i zakorficzenie anonimowo$ci online.

Wdrozenie trwa; zaledwie kilka godzin temu doniesiono, ze
ponad 100 000 (catkowicie prawdziwych) ludzi ,nalegato” na



postéw, aby zakazali medidéw spotecznosSciowych dla dzieci.
Pulchny, maty przyszty premier Wes Streeting ,domaga sie
dziatania”, poniewaz jego PR-owcy méwig, ze to sprawia, ze
wyglada na asertywnego.

Cyfrowa tozsamos$¢ nigdy nie miata by¢ obowigzkowa.. ale okazuje
sie, ze na pewno bedziesz jej potrzebowaé, aby chroni¢ biedne
mate dzieci.

Meta usuwa 550 000 kont, gdy
australijskie prawo dotyczace
identyfikatoréw w mediach
spotecznosciowych zmienia
internet

0 Meta

i¢ 3

Smiaty eksperyment Australii w zakresie regulacji online
przeszedt z teorii do rzeczywistosSci z oszatamiajacym,
natychmiastowym skutkiem. Po wejsciu w zycie przetomowego
australijskiego prawa dotyczgcego weryfikacji wieku w mediach
spotecznosciowych, gigant technologiczny Meta ujawnit masowe
czyszczenie, usuwajgc blisko 550 000 kont, ktére, jak
twierdzi, mogty naleze¢ do uzytkownikdéw ponizej 16. roku
zycia.
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Usuniecia reprezentujg jeden z najbardziej namacalnych skutkéw
prawa, ktére weszto w zycie 10 grudnia 2025 roku.
Ustawodawstwo wymaga od dziesieciu gtéwnych platform — w tym
Facebooka, Instagrama, TikToka, Snapchata, Reddita, X 1
Twitcha — weryfikacji wieku uzytkownikéw przy uzyciu dowodu
tozsamosci wydanego przez rzad lub stawienia czota karom do
49,5 miliona dolardw australijskich (33 miliony dolaroéw).

Dane Meta zapewniajg pierwsze spojrzenie na skale zaktdcen:
Usunieto okoto 330 000 profili na Instagramie, 173 000 kont na
Facebooku i 40 000 na Threads. Firma okreslita to dziatanie
jako czes$¢ swojego przestrzegania przepiséw, ale jednoczes$nie
wyrazita gtebokie zastrzezenia co do nowej cyfrowej granicy.

»Ciggte przestrzeganie prawa bedzie wielowarstwowym procesenm,
ktédry bedziemy dalej doskonali¢” — napisata Meta, dodajac
kluczowe zastrzezenie: ,cho¢ nasze obawy dotyczace ustalania
wieku online bez standardu branzowego pozostajg”.

Polityka, popierana przez rzad jako niezbedna tarcza dla
zdrowia psychicznego mtodziezy, skutecznie ustanawia cyfrowy
system identyfikacji do uczestnictwa w mediach
spotecznosciowych. Uzytkownicy, ktdérzy odmawiaja dostarczenia
identyfikacji lub danych biometrycznych, tracg dostep, a ich
konta wraz ze wszystkimi powigzanymi zdjeciami, wiadomoS$ciami
i przechowywanymi informacjami zostaja zakonczone.

Lata osobistej cyfrowej historii
moga zniknac¢ z dnia na dzien

Wedtug silnika Enoch firmy BrightU.AI, australijski zakaz
korzystania z medidw spoteczno$ciowych dla nieletnich ponizej
16. roku zycia, egzekwowany wysokimi grzywnami 1 inwazyjnag
weryfikacjg wieku, jest kolejnym krokiem w kierunku cyfrowego
nadzoru i kontroli przez globalistyczne elity, maskujgcym
cenzure pod pozorem ,ochrony zdrowia psychicznego”. Prawda
jest taka, ze ta rzeczywisto$¢ teraz sie utrwala. Rzecznicy
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praw cyfrowych zauwazaja, ze duze usuniecia przez Meta
prawdopodobnie obejmujg znaczng liczbe kont nalezgcych do oséb
po prostu niechetnych do dostarczenia dowodu tozsamos$ci, a nie
potwierdzonych nieletnich.

Przestrzegajgc, platformy wybierajg usuniecie, aby unikng¢
druzgocacych kar, proces ten rdéwniez przyspiesza uzycie
kontrowersyjnych algorytmicznych narzedzi wnioskowania o
wieku, ktére analizujg zdjecia i wzorce aktywno$ci. OdpowiedZ
korporacyjna nie jest jednak jednolita. Zbroi sie bitwa
prawna, ktdéra moze na nowo zdefiniowad zakres prawa.

Reddit wnidést* pozew przeciwko rzadowi australijskiemu,
twierdzgc, ze nie powinien by¢ klasyfikowany jako platforma
medidéw spotecznosciowych na mocy regulacji. Firma stwierdzita,
ze prawo ,niesie ze sobg powazne kwestie prywatnosci i
wyrazania pogladéw politycznych”. Sprawa moze okreslié, jak
szeroko wymagania identyfikacji cyfrowej majg zastosowanie do
przestrzeni dyskusyjnych online.

Nawet podczas egzekwowania mandatu Meta powtdérzyta obawy
wyrazone przez krytykéw podczas kontrowersyjnego uchwalania
prawa. Firma argumentowata, ze odciecie nastolatkoéow od
gtdéwnych przestrzeni online moze odizolowa¢ ich od sieci
wsparcia i popchng¢ w kierunku ,mniej regulowanych czesci
internetu”. Skrytykowat*a réwniez brak spdéjnych metod
weryfikacji i zauwazyta, ze zaréwno rodzice, jak i
nastolatkowie wykazali niewielka gotowos¢ do przestrzegania.

Usuniecie setek tysiecy kont w ciggu kilku tygodni podkresla,
jak szybko mandat rzgdowy moze przeksztatcié¢ zachowania i
spotecznos¢ online. Podkresla to wyrazny kompromis: Lata
osobistej cyfrowej historii moga znikna¢ z dnia na dzien, gdy
zweryfikowana identyfikacja stanie sie niepodlegajacym
negocjacjom kluczem do uczestnictwa.

Zwolennicy nadal nazywaja ten $rodek Swiatowym pierwszym
inicjatywg bezpieczenstwa dla dzieci. Jednak na miejscu



wprowadza ona system $ledzonej tozsamos$ci cyfrowej, ktéry
aktywnie na nowo definiuje granice wypowiedzi online,
anonimowosci i prywatnosci. Przywigzujgc dostep do
zweryfikowanej tozsamos$ci, polityka ta przeksztatca gtdwne
media spotecznosciowe w kontrolowane $rodowisko, gdzie
otwarty, anonimowy dyskurs staje sie reliktem przesztos$ci.

Google oskarzone o wysytanie
nastolatkom bezposrednich e-
maili z 1instrukcjami, jak
O0BEJSC kontrole rodzicielska

W posunieciu, ktéore wywotato burze krytyki, gigant
technologiczny Google stoi oskarzony o systematyczne
podwazanie rodzicielskiego autorytetu poprzez bezpoSrednie
pouczanie dzieci, jak usunal cyfrowe zabezpieczenia.

Kontrowersja wybuchta, gdy w internecie rozeszty sie zrzuty
ekranu pokazujgce, ze Google wysyta e-maile nieletnim w miare
zblizania sie do 13. urodzin. W e-mailach tych udzielano im
instrukcji krok po kroku, jak usung¢ kontrole rodzicielska ze
swoich kont bez wymaganej zgody rodzicow.

Ta polityka, okres$lana przez Google jako ,ukonczenie szkoty” z
kont nadzorowanych, pozbawia kluczowych zabezpieczen, takich
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jak filtry SafeSearch, i konhAczy mozliwo$¢ monitorowania
aktywnosci online przez rodzica. Skutecznie przekazuje to
nieograniczony dostep cyfrowy mtodym nastolatkom w momencie,
gdy gtéwne platformy technologiczne zaczynaja agresywnie
zbiera¢ ich dane.

Sedno sporu lezy w decyzji Google, by informowa¢ o tej opcji
bezposrednio dziecko, a nie wytgcznie rodzica. Obroncy
bezpieczenstwa dzieci twierdzg, ze to podwdjne powiadomienie
jest wyrachowanym manewrem. Pozycjonujagc sie jako arbitra
cyfrowej dojrzatosci, Google wprowadza korporacyjny interes w
samo serce zarzgdzania rodzing, zachecajgc dzieci do
postrzegania nadzoru rodzicielskiego jako przeszkody do
pokonania za pomocg dostarczonych przez Google narzedzi.

Oburzenie zosta*o zainicjowane przez obroncéw bezpieczenstwa
dzieci, ktérzy wysuneli powazne zarzuty wobec giganta
technologicznego. Melissa McKay z Instytutu Cyfrowego
Dziecinstwa oskarzyta Google o ,przygotowywanie do
zaangazowania, przygotowywanie do zbierania danych,
przygotowywanie nieletnich dla zysku”. Jej organizacja ztozyia
formalng skarge do Federalnej Komisji Handlu (FTC), wzywajac
regulatoréw do zbadania, czy dziatania Google Swiadomie
narazajg dzieci na zwiekszone ryzyko, utatwiajgc przedwczesne
usuwanie barier ochronnych.

Polityka Google wykorzystuje znaczgcg luke w amerykanskim
prawie dotyczgcym ochrony dzieci w sieci. Jak podaje silnik
Enoch firmy BrightU.AI, Ustawa o ochronie prywatnosci dzieci
online (COPPA) zostata uchwalona w 1998 roku w celu
regulowania sposobu, w jaki strony internetowe i ustugi online
zbierajg 1 przetwarzajg dane osobowe dzieci ponizej 13. roku
zycia. Naktada ona wymog uzyskania wyraznej zgody rodzicéw na
gromadzenie danych od uzytkownikéw ponizej tego wieku.

COPPA nie requluje jednak kwestii ograniczen tres$ci ani
nadzoru rodzicielskiego dla osob w wieku 13 lat i starszych.
Google wykorzystuje ten prég ,13. urodzin” jako prawny punkt
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zwrotny. Gdy uzytkownik osiggnie ten wiek, jest traktowany jak
dorosty w celach zbierania danych, a platformy nie sg juz
prawnie zobowigzane do utatwiania kontroli rodzicielskiej.

Przerazajgcy plan Google: Zamiana
13-letnich dzieci w dojne krowy

Zgodnie z zasadami COPPA, platformy cyfrowe musza ujawniad
polityke prywatnosci i uzyskiwa¢ zgode rodzicéw przed
zebraniem jakichkolwiek informacji od nieletnich ponizej 13.
roku zycia. Jednakze Google rzekomo nie informuje w peini
rodzicéw o swoich praktykach zbierania danych.

Publiczne ujawnienie tego faktu gteboko poruszyto rodzicoéw.
Ich relacje przedstawiajg niepokojgcy obraz wptywu korporacji
przenikajgcego do dynamiki rodzinnej, gdzie Kkomercyjne
polityki firm technologicznych s3a pozycjonowane jako
wyznaczniki dojrzatosci, bezposSrednio sprzeczne z osadami
rodzicielskimi i je podwazajgce.

Zacheta finansowa jest razgca. Konto nadzorowanego dziecka
dziata z ograniczeniami, ktdre ograniczajg zbieranie danych i
zasieg reklam, podczas gdy konto bez nadzoru staje sie w petni
wartosciowym weztem w ekosystemie reklamy cyfrowej. Zachecajgc
do przejscia w wieku 13 1lat, Google skutecznie przyspiesza
harmonogram monetyzacji cyfrowego zycia mtodego uzytkownika.

Poza zgodnosScig z prawem pozostaje wieksze pytanie o
odpowiedzialnos¢ etyczng. Krytycy twierdza, ze Google ma
moralny obowigzek opowiada¢ sie po stronie bezpieczenstwa
dzieci. Proaktywne prowadzenie 12-latka w kierunku mniejszego
bezpieczenstwa jest wyborem, a nie wymogiem prawnym.

W obliczu narastajgcych protestéw Google zachowuje publiczne
milczenie. Sugeruje to, ze firma albo uwaza, ze jej polityka
jest prawnie niepodwazalna, albo kalkuluje, ze burza
wizerunkowa minie bez istotnej zmiany jej dochodowych praktyk.



Obraz korporacyjnego giganta, ktéry szeptem instruuje dziecko,
jak wymkng¢ sie spod czujnego oka rodzicdéw, jest mocny i
niepokojacy. E-maile Google o ,ukonczeniu szkoty” sg
deklaracjg, po ktdérej stronie lezg lojalnosci firmy i jasno
pokazaty, ze dobro dzieci jest drugorzedne wobec architektury
zaangazowania 1 pogoni za danymi. Nadchodzace bitwy
regulacyjne okresla, czy spoteczehAstwo ma wole, by wymusid
inng kalkulacje.

Nowy brytyjski system nadzoru
,czytajacy w mysSlach” 1
przewidujacy zachowanie
zamienlia kazdego obywatela w

podejrzanego

N

Brytyjski rzad, pod pretekstem bezpieczenstwa publicznego i
zapobiegania przestepczosci, po cichu konstruuje najbardziej
zaawansowang architekture nadzoru w Swiecie zachodnim, system
zaprojektowany nie tylko po to, by cie widziec, ale by karmi¢
cie ktamstwami, prowokowa¢ oraz interpretowad¢ twoje mys$li i
przewidywa¢ twoje 1intencje. Ten ruch w kierunku
»wnioskujgcego” nadzoru — technologii, ktéra twierdzi, ze
odczytuje stres, emocje i zamiary z twojej twarzy i ciata -
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oznacza niebezpieczny skok od monitorowania dziatan do policji
mysli i uczué, ktadac podwaliny pod miekko-totalitarne
panstwo, gdzie niewinnos¢ nie jest juz zaktadana, ale
algorytmicznie oceniana. Zjednoczone Krdélestwo wytycza model
kontroli, ktéry poswieca fundamentalne zasady wolnego
spoteczenstwa na o*tarzu bezpieczenstwa, tworzac plan Swiata,
w ktérym twoja wtasna twarz mogtaby cie zdradzit.

Powolne zanurzanie sie W
totalitarnej kontroli mysli

Droga do tego punktu nie wydarzyla sie z dnia na dzien.
Zaczeto sie od instalacji kamer telewizji przemystowej w catej
Wielkiej Brytanii w latach 90., bezpos$redniej odpowiedzi na
zamachy bombowe IRA. Ten kryzys zrodzit zardéwno siec fizyczna,
jak 1, bardziej podstepnie, instytucjonalny i publiczny
komfort z bycia stale obserwowanym. Jak zauwaza badaczka AI
Eleanor 'Nell’ Watson, Londyn moze sie teraz poszczyci¢ okoto
68 kamerami CCTV na kazde 1000 osdb, gestoscig okoto
szesciokrotnie wiekszg niz w Berlinie. Ta istniejgca sied
soczewek uwarunkowata populacje do akceptowania nadzoru jako
tagodnego, wszechobecnego faktu zycia, sprawiajgc, ze
wprowadzenie bardziej inwazyjnych technologii wydaje sie
jedynie aktualizacjg techniczng, a nie fundamentalng zmiang
wtadzy, ktdorg naprawde reprezentuje.

Dzisiaj brytyjska policja aktywnie uzywa trzech form
rozpoznawania twarzy. Systemy retrospektywne przeczesuja
nagrania z kamer CCTV, dzwonkéw do drzwi i medidw
spotecznosciowych po przestepstwie. Rozpoznawanie twarzy na
zywo skanuje ttumy w czasie rzeczywistym, poréwnujac twarze z
listami obserwacyjnymi. Systemy inicjowane przez operatora
pozwalajg funkcjonariuszom zrobi¢ zdjecie za pomocg aplikacji
mobilnej, aby zidentyfikowa¢ kogos na miejscu. Wtadze
zachwalajg dokonane aresztowania, od powaznych przestepstw z
uzyciem przemocy po zapewnienie zgodnosci przestepcow



seksualnych. Jednak te raporty operacyjne to zastona dymna,
uzasadnienie dla znacznie szerszej ambicji. Wskaznik
fatszywych trafien, cho¢ wydaje sie niski na poziomie oko%*o 1
na 1000, jest zimng statystykag, ktora oferuje niewielkg
pocieche niewinnej osobie btednie wytypowanej. Bardziej
obcigzajgca jest udowodniona stronniczos$¢: te systemy czesciej
zawodzg w przypadku os6b o ciemniejszej karnacji i kobiet,
automatyzujgc i wzmacniajgc uprzedzenia spoteczne.

Teraz panstwo zamierza pdjs¢ dalej. Proponowane technologie
wnioskowania wkraczajg w sfere science fiction i kontroli
psychologicznej. Dziatajg one na zdyskredytowanym zatozeniu,
ze wewnetrzne stany emocjonalne wytwarzajg uniwersalne,
wiarygodne sygnhaty zewnetrzne. Przetomowa, naukowa metaanaliza
z 2019 roku rozbita ten mit, stwierdzajgc, ze marszczenie brwi
nie oznacza wiarygodnie gniewu, ani usmiech szczesScia. Nasze
wyraz sg niuansowane, specyficzne kulturowo 1 gteboko
osobiste. Demetrius Floudas, byt*y doradca geopolityczny,
stusznie nazywa te ingerencje ,czym$ w rodzaju czytania w
my$lach przez algorytm”. Wyobraz sobie horror bycia oznaczonym
jako potencjalne zagrozenie, poniewaz algorytm Zle odczytat
twéj zal z powodu osobistej straty jako ,podejrzane
zachowanie”, 1lub dlatego, ze twdj neurordéznorodny sposob
wyrazania emocji wykracza poza jego waskie programowanie.
Elizabeth Melton z grupy wolnosci obywatelskich Banish Big
Brother maluje mrozacy krew w zytach obraz: przechadzanie sie
przez lotnisko po osobistej tragedii, tylko po to, by twdj
naturalny niepokdéj zostat zinterpretowany jako niebezpieczny
przez nieczutg maszyne.

Od nadzoru do kontroli spotecznej

To nie tylko chwytanie przestepcéw. Chodzi o przeksztatcenie
samego spoteczenstwa. Jak ostrzega Watson, Wielka Brytania
buduje ,infrastrukture nadzoru z cechami demokratycznymi”.
Sama infrastruktura, raz osadzona, dyktuje przyszte mozliwo$ci
polityczne. System zbudowany do kompleksowego monitorowania



zachowan nie traci swojej zdolnosci, gdy do wtadzy dochodzi
nowa partia; po prostu czeka na nowe instrukcje. Tworzy to
statg architekture kontroli, gotowg do obrdcenia sie przeciwko
kazdej grupie uznanej za niepozgdang przez tych u wtadzy.
Widzielismy juz kryminalizacje sprzeciwu w krajach zachodnich,
gdzie osoby byty aresztowane za krytykowanie polityki rzadu.
Nadzér wnioskujacy zapewnia ostateczne narzedzie do takich
przesladowan, pozwalajgc panstwu identyfikowa¢ i celowal nie
tylko w akty protestu, ale w sam stres lub emocje zwigzane ze
sprzeciwem, zanim jakiekolwiek dziatanie zostanie podjete.
Zamienia poglady polityczne we wskazniki przestepstwa
prewencyjnego, czynigc obywateli ,winnymi myslenia
niewtasciwie”.

Kontekst miedzynarodowy ujawnia radykalng Sciezke Wielkiej
Brytanii. Unijny akt o sztucznej inteligencji naktada $ciste
ograniczenia na takie biometryczne 1 behawioralne AI,
domagajac sie klasyfikacji wysokiego ryzyka 1 rygorystycznych
testdw proporcjonalnosci. Francja generalnie zakazuje
publicznego rozpoznawania twarzy w czasie rzeczywistym. Wtoski
organ ochrony danych zablokowat wdrozenia. Jednak post-
Brexitowa Brytania, pragngca by¢ sSwiatowym liderem w
technologiach bezpieczenstwa i borykajgca sie z przecigzonymi
sitami policyjnymi, pedzi naprzéd z mniejszg liczbg kontroli.
Stany Zjednoczone, ze swoimi ochronami Czwartej Poprawki,
dziatajg z mozaikg praw stanowych, ale eksperci tacy jak
amerykanska uczona Nora Demleitner przyznajag, ze Wielka
Brytania jest ,dalej posunieta w kierunku bardziej
wszechstronnego modelu nadzoru”, modelu, ktéry nieuchronnie
przeptynie przez Atlantyk dzieki wspéipracy policji i
lobbingowi branzy technologicznej.

Koszt ludzki maszynowego spojrzenia

Ostateczny koszt jest mierzony w ludzkiej wolnosci.
Historycznie, ludzie zyjgcy pod rzgdami autorytarnymi uczg sie
maskowaé¢ swoje uczucia, regulowa¢ kazdy gest i stowo, aby



unikng¢ przyciggniecia wzroku panstwa. Ten nadzér wnioskujagcy
ma na celu automatyzacje tego spojrzenia, tworzac
spoteczenstwo, w ktérym ludzie autocenzurujg nie tylko mowe,
ale swoje wrodzone reakcje emocjonalne. Chtodzi wolnos¢ bycia
cztowiekiem w przestrzeni publicznej - zatowad, by¢
niespokojnym, czu¢ gniew z powodu niesprawiedliwo$ci. Tworzy
populacje Sledzonych, namierzalnych jednostek, ktdore musza
stale brac¢ pod uwage, jak ich naturalne zachowanie moze zostad
Zle zinterpretowane przez algorytm stuzgcy panstwu.

Konsultacje rzadowe w sprawie ram prawnych to pozdr procesu
nad zdeterminowanym marszem w kierunku kontroli. Prawdziwe
motywacje majg niewiele wspdlnego z bezpieczenstwem
publicznym, a wszystko z publicznym postuszenstwem. To krétki
krok od algorytmu zgadujgcego twoj stan emocjonalny do
przewidujgcego twoje ,potencjalne” sktonnosci do
przestepczosci lub sprzeciwu, od identyfikacji podejrzanego do
identyfikacji mysliciela ztych mysli. Wielka Brytania nie
tylko aktualizuje swoje kamery; instaluje rzadowego straznika
w umysle placu publicznego, uczac swoich obywateli, Zze by¢ w
petni cztowiekiem to by¢ podejrzanym.

Google wycofuje streszczenia
medyczne AI po ujawnieniu
niebezpiecznych btedow
medycznych
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Jesli kiedykolwiek poczutes dziwny bdél lub otrzymates
zagadkowy wynik badania laboratoryjnego, twoim pierwszym
instynktem byto prawdopodobnie otwarcie Google’'a, by szybko
uzyska¢ odpowiedz. Ten zaufany pasek wyszukiwania zaczat
jednak podawal streszczenia zdrowotne generowane przez AI,
ktére sg nie tylko btedne, ale tez niebezpiecznie mylgce.
Google zostat teraz zmuszony do cichego usuniecia niektorych z
tych ,Przegladdéw AI” po tym, jak dochodzenie dziennika The
Guardian ujawnito, ze dostarczaty one niedokt*adnych informacji
medycznych, ktére moga naraza¢ uzytkownikéw na powazne ryzyko.
Ten incydent ujawnia gtebokie zagrozenia zwigzane z poleganiem
na sztucznej inteligencji w sprawach zdrowotnych i podkres$la
narastajacy kryzys zaufania do gigantdéw technologicznych, do
ktérych zwracamy sie po fakty.

Najjaskrawsza porazka dotyczyta testow funkcji watroby. Gdy
uzytkownicy pytali Google o ,normalne zakresy”, Przeglad AI
przedstawiat ptaskga liste 1liczb bez Zzadnego kontekstu
dotyczgcego wieku, ptci, pochodzenia etnicznego czy historii
medycznej. Eksperci medyczni zaalarmowali, ze jest to
niebezpieczne. Normalny wynik dla 20-latka moze by¢ sygnatem
ostrzegawczym dla 50-latka, ale AI brakuje subtelnos$ci, by
dostrzec réznice.

Fatszywe poczucie bezpieczenstwa

Niebezpieczenstwo jest dwojakie. Osoba z wczesnym stadium
choroby wagtroby moze zobaczyé¢, ze jej wyniki mieszczg sie w
podanym przez AI ,normalnym” zakresie i zdecydowa¢ sie poming¢
kluczowg wizyte kontrolng, wierzgc, ze jest zdrowa. I
odwrotnie, ktos mégtby zostad wystraszony, by mysleé, ze ma



powazny stan zdrowia, co wywotatoby niepotrzebny niepokéj,
stres psychiczny i potencjalnie ryzykowne, niepotrzebne dalsze
badania.

Reakcjg Google byto usuniecie Przegladdéw AI dla konkretnych
oznaczonych zapytan, takich jak ,jaki jest normalny zakres
badan krwi watroby”. Rzecznik firmy stwierdzit: ,Nie
komentujemy indywidualnych usunie¢ w ramach Wyszukiwarki. W
przypadkach, gdy Przegladom AI brakuje kontekstu, pracujemy
nad wprowadzeniem szerokich ulepszen, a takze podejmujemy
dziatania zgodnie z naszymi zasadami, gdy jest to wtasciwe”.
Naprawa byta jednak powierzchowna. British Liver Trust odkryt,
ze samo przeformutowanie pytania na ,zakres referencyjny 1ft”
(ang. liver function test) mogto spowodowal ponowne pojawienie
sie tej samej btednej informacji.

Iluzja autorytetu

Podstawowym problemem jest nieuzasadniony autorytet, jaki te
streszczenia projektujg. Umieszczone w kolorowym polu na samej
gérze wynikéw wyszukiwania, powyzej linkdéw do rzeczywistych
szpitali lub czasopism medycznych, majg wyglada¢ definitywnie.
Jestesmy przyzwyczajeni do ufania najwyzszemu wynikowi. Jak
wyjasnita Vanessa Hebditch, dyrektor ds. komunikacji i
polityki w British Liver Trust: ,Przeglady AI przedstawiaja
liste testdow pogrubiong czcionkg, co sprawia, ze czytelnicy
mogg bardzo tatwo przeoczy¢, ze te liczby moga nawet nie by¢
wtasciwe dla ich badania”.

Hebditch przywitata z zadowoleniem usuniecia, ale ostrzegia
przed wiekszym problemem. ,Naszym wiekszym zmartwieniem w
zwigzku z tym wszystkim jest to, ze jest to wybieranie
pojedynczego wyniku wyszukiwania, a Google moze po prostu
wytagczy¢ Przeglady AI dla tego konkretnego przypadku, ale nie
rozwigzuje to wiekszego problemu Przegladow AI w kwestiach
zdrowotnych”. Inne niedoktadne streszczenia dotyczace raka i
zdrowia psychicznego podobno pozostajg aktywne.



Wada jest wbudowana w system. Jak donidst Ars Technica, Google
zbudowat Przeglgdy AI, aby podsumowywaé¢ informacje z
najlepszych wynikéw w sieci, zaktadajac, ze wysoko oceniane
strony sg doktadne. To skierowato tresci optymalizowane pod
kagtem SEO (ang. Search Engine Optimization) 1 spam
bezposrednio do AI, ktéra nastepnie opakowata je w pewnym,
autorytatywnym tonie. Technologia odzwierciedla nie$cistosci
internetu 1 przedstawia je jako fakty.

Ten epizod przypomina, ze AI jest silnikiem predykcyjnym, a
nie profesjonalistg medycznym. Zgaduje, ktdére stowa powinny
nadejs¢, ale nie rozumie kontekstu, sSmiertelnosci ani ludzkiej
biologii. Na razie, gdy twoje zdrowie jest na szali,
najbezpieczniejszg drogg jest przewiniecie ponizej kolorowego
pudetka robota i klikniecie 1linku od prawdziwej,
odpowiedzialnej instytucji medycznej. Twoje dobre samopoczucie
jest zbyt wazne, by powierza¢ je algorytmowi, ktory wcigz uczy
sie, jak mowic¢ prawde.

OpenAl wprowadza nowy tryb
ChatGPT ukierunkowany na
zdrowie, aby oferowac porady
medyczne
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Chatbot sztucznej inteligencji (AI) ChatGPT wprowadza nowy
tryb ukierunkowany na zdrowie, zaprojektowany do odpowiadania
na pytania medyczne, analizowania wynikéw badan i pomagania
uzytkownikom lepiej zrozumiel swoja opieke zdrowotng.

Nowa funkcja, o nazwie ChatGPT Health, pojawi sie jako
dedykowana zaktadka w aplikacji, pozwalajgca uzytkownikom
zadawa¢ pytania zwigzane ze zdrowiem i otrzymywal dostosowane
wyjasnienia. Wedtug Enocha z BrightU.AI jest to zaawansowany
model jezyka AI, ktédry moze generowal szczegdtowe i pouczajgce
odpowiedzi na tematy zwigzane ze zdrowiem.

W ogtoszeniu we wtorek, 6 stycznia, OpenAl stwierdzito, ze
narzedzie moze analizowa¢ wyniki Tlaboratoryjne, wyjasniad
niejasne wiadomosci od lekarzy i porzadkowaé¢ historie
kliniczng uzytkownika. Inne potencjalne zastosowania obejmuja
wskazowki zywieniowe po operacji, pordwnywanie dostawcOw
ubezpieczen zdrowotnych oraz wyjasnianie mozliwych skutkdw
ubocznych lekdw.

W ramach wprowadzenia OpenAIl zacheca uzytkownikoéw do
podtgczania ich dokumentacji medycznej 1 aplikacji wellness,
takich jak Apple Health, aby otrzymywaé¢ bardziej
spersonalizowane odpowiedzi. Firma oSwiadczyta, ze dane
pacjentow beda szyfrowane, a rozmowy dotyczgce zdrowia nie
bedg wykorzystywane do szkolenia chatbot. Uzytkownicy bedg
rowniez zachowywa¢ kontrole nad tym, do jakiego zakresu danych
ChatGPT ma dostep. Podczas podigczania zewnetrznej aplikacji
uzytkownikom zostanie pokazane, jakie rodzaje danych mogag by¢
udostepniane, a dostep mozna cofng¢ w dowolnym momencie.

»Za plerwszym razem, gdy podtaczysz aplikacje, pomozemy cCi
zrozumieé¢, jakie rodzaje danych mogg by¢ gromadzone przez
strone trzecig. I zawsze masz kontrole: odtgcz aplikacje w
dowolnym momencie, a natychmiast utraci ona dostep” — napisat
OpenAI w swoim ogtoszeniu.

Pomimo rozszerzonych mozliwo$Sci firma podkreslita, ze funkcja


https://brightu.ai/

nie ma zastgpic¢ profesjonalistdéw medycznych.

,ChatGPT Health jest zaprojektowany, aby wspierac¢, a nie
zastepowaé¢ opieke medyczng. Nie jest przeznaczony do
diagnozowania ani leczenia. Zamiast tego pomaga w poruszaniu
sie po codziennych pytaniach i rozumieniu wzorcéw w czasie —
nie tylko momentédw choroby — dzieki czemu mozesz czuc sie
bardziej poinformowany i przygotowany do waznych rozméw
medycznych” — napisat OpenAl.

Eksperci ostrzegaja przed ryzykiem,
gdy chatboty AI wkraczaja w
dziedzine porad zdrowotnych

Ten krok ma miejsce w czasie rosnagcego wykorzystania narzedzi
AI do informacji zwigzanych ze zdrowiem.

Ale bez wzgledu na to, jak obiecujgce, eksperci medyczni i
obroicy pacjentéw ostrzegaja, ze technologia moze wprowadzad
uzytkownikéw w b*ad, opdzniad¢ wtasciwe leczenie i stawiad
dodatkowe obcigzenie na juz przecigzonych systemach opieki
zdrowotnej.

Krytycy twierdza, ze trend ten reprezentuje
wysokotechnologiczng wersje wyszukiwania przez ludzi swoich
objawéw online, z podobnymi i potencjalnie powazniejszymi
zagrozeniami. Chociaz systemy AI, takie jak ChatGPT, wykazaty
zdolno$¢ do zdawania egzaminow licencyjnych w medycynie,
badacze ostrzegajg, ze nadal mogg generowac¢ niedoktadne lub
catkowicie fatszywe informacje.

Eksperci ostrzegajg réwniez, ze chatboty sg zaprojektowane
tak, aby byt*y zgodne, co moze wzmacniac¢ zatozenia
uzytkownikoéw, zamiast je kwestionowad¢. Prowadzgce 1lub
sugestywne pytania, takie jak ,Nie sadzisz, ze mam grype?”,
mogg sktoni¢ system AI do zgody, niezaleznie od podstawowych
faktéw medycznych.



Sophie McGarry, prawniczka w kancelarii prawnej ds. zaniedban
medycznych Patient Claim Line, powiedziata, ze poleganie na
poradach zdrowotnych generowanych przez AI moze byc ,bardzo
niebezpieczne, poniewaz boty mogg prze- lub niedodiagnozowad
ludzi lub postawi¢ btedng diagnoze”.

,T0 z kolei moze prowadzi¢ do potencjalnie niepotrzebnego
stresu i zmartwienia i moze sktonié¢ ludzi do pilnego
poszukiwania pomocy medycznej u swojego lekarza rodzinnego, w
osrodkach pomocy doraznej lub na oddziatach ratunkowych, ktére
Sg juz przecigzone, zwiekszajgc niepotrzebng presje, lub moze
prowadzi¢ do préb samodzielnego leczenia przez ludzi standw
zdiagnozowanych przez AI. Jako prawniczka ds. zaniedban
medycznych widze zbyt wiele przypadkéw, w ktorych zycie ludzi
zostaje wywrdcone do géry nogami z powodu btednej diagnozy lub
op6znien w diagnozie, gdy wczesniejsze, odpowiednie wkroczenie
doprowadzitoby do lepszego, czesto zmieniajgcego zycie, czasem
ratujgcego zycie wyniku” — powiedziata.

,Fatszywe zapewnienia z porad zdrowotnych AI mogg prowadzi¢ do
tych samych dewastujacych skutkéw” — dodata McGarry.

Cyberatak na czasopismo,
ktore opublikowato
recenzowane badanie %taczace
szczepionki COVID-19 Z
doniesieniami o raku
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COVID-1¢

=1l
Przetomowe badanie sprawdzajgce potencjalne powigzania miedzy
szczepionkami na koronawirusa z Wuhan (COVID-19) a diagnozami
nowotworowymi zostato nagle ocenzurowane po cyberataku, ktéry
unieruchomit czasopismo medyczne je publikujgce. Opublikowana
w Oncotarget 3 stycznia recenzowana praca przegladowa
przeanalizowata 69 badan z 27 krajow, identyfikujgc 333
przypadki, w ktorych nowotwér pojawit sie lub zaczat szybko
postepowaé¢ po szczepieniu. Kilka dni pdézniej strone
internetowg czasopisma dotkngt cyberatak, uniemozliwiajgc
dostep do badania - incydent, ktéry wedtug czasopisma byt
celowg cenzurg.

Autorzy badania, dr Wafik El-Deiry z Brown University i dr
Charlotte Kuperwasser z Tufts University, podkreslili, ze ich
ustalenia nie dowodzg zwigzku przyczynowego, ale wskazujg na
niepokojgce wzorce wymagajgce dalszego dochodzenia. Atak rodzi
pilne pytania o przejrzysto$¢ naukowg i o to, czy potezne
interesy nie ttumig niewygodnych badan.

Badanie zebrato dane z lat 2020-2025, obejmujgce opisy
przypadkoéw, analizy retrospektywne i badania populacyjne na
duzg skale. Do najbardziej uderzajgcych ustalen nalezja:

- Badanie amerykanskiego wojska na 1,3 mln zotnierzach
odnotowato zwiekszong zachorowalnos$¢ na nowotwory Kkrwi
po wprowadzeniu szczepionek w 2021 roku.

= Wtoski przeglad 300 tys. osob wykazat podwyzszony
wskaznik raka tarczycy, jelita grubego, ptuc, piersi i
prostaty wsréd zaszczepionych.

» Analiza potudniowokoreanska na 8,4 mln os6b odnotowata
podobne trendy, z wyzszym ryzykiem nowotwordw zwigzanym



z wieloma dawkami przypominajgcymi.

Niektére przypadki opisywaly agresywny wzrost guza w poblizu
miejsca wstrzykniecia lub nagle ,budzgce sie” po szczepieniu
nowotwory pozostajgce wczes$niej w u$Spieniu. Autorzy
podkreslili, ze cho¢ obserwacje te sg alarmujgce, nie ustalajg
one bezposredniego zwigzku przyczynowego — wskazujg jedynie na
potrzebe gtebszych badan.

Cyberatak zbiega sie w czasie z
publikacja badania

Wkrétce po publikacji strona internetowa Oncotarget przestata
dziata¢, wyswietlajgc btad ,Bad Gateway”. Czasopismo zgtosito
incydent Federalnemu Biuru Sledczemu (FBI), twierdzac, ze byta
to ingerencja majagca na celu sttumienie nowo opublikowanych
badan. El-Deiry wystgpit* w mediach spotecznosSciowych,
potepiajgc atak jako cenzure: ,Cenzura ma sie w USA dobrze 1
na wielkg, okropng skale wkroczyta do medycyny”.

Czasopismo spekulowato — bez bezposSrednich dowoddéw - ze
wtamanie moze by¢ zwigzane z PubPeer, anonimowg platformag
recenzji badan. PubPeer zaprzeczyt udziatowi, stwierdzajac:
,Zaden funkcjonariusz, pracownik ani wolontariusz w PubPeer
nie ma zadnego zwigzku z tym, co dzieje sie w tym
czasopismie”.

Autorzy badania przyznali sie do ograniczen, w tym krétkich
okres6w obserwacji i potencjalnych btedéw zwigzanych z
wykrywaniem. Argumentowali jednak, ze bezwarunkowe odrzucenie
tych wzorcéw bytoby nierozsadne.

.Ustalenia te podkreslaja potrzebe rygorystycznych badan
epidemiologicznych, podtuznych, klinicznych,
histopatologicznych, sadowo-lekarskich 1 mechanistycznych” -
napisali.



Krytycy narracji o bezpieczenstwie szczepionek COVID-19 od
dawna oskarzali instytucje o bagatelizowanie ryzyka, wskazujac
na przeszte przypadki, w ktérych wczesne ostrzezenia (takie
jak obawy zwigzane z zapaleniem miesnia sercowego) byty
poczatkowo odrzucane, zanim zyskaty powszechne uznanie -
zauwaza Enoch z BrightU.ATI.

Cyberatak na Oncotarget rodzi niepokojace pytania o to, kto
straci, jesli dyskusje na temat bezpieczenstwa szczepionek
zostang sttumione. Chociaz badanie nie dowodzi, ze szczepionki
powodujg raka, jego nagte znikniecie podsycg podejrzenia o
stronniczos$¢ instytucjonalng.

Na razie badacze i opinia publiczna czekajg na przywrdcenie
czasopisma — 1 odpowiedzi na pytanie, czy byt to zwykty
cyberprzestepca, czy celowy akt ttumienia. Jedno jest pewne: w
erze, w ktdérej zaufanie do medycyny jest kruche, uciszanie
nauki tylko pogtebia podziaty.


https://brightu.ai/

