Badanie ujawnia, ze ponad 20%
rekomendacji YouTube to
niskiej jakosci ,,sieczka AI”

‘ﬁmﬁupe

= ,Sieczka AI” dominuje obecnie w ponad 20% nowych
rekomendacji YouTube.

= Ta syntetyczna tres$é¢ jest tworzona wytgcznie po to, aby
zbiera¢ wyswietlenia i przychody.

» Kanaty ja produkujgce zgromadzity miliardy wysSwietlen i
miliony dolardéw zarobku.

= Tresci te sg pozbawione kontekstu, uzalezniajgce, a
czasami wykorzystujg prawdziwe tragedie.

= Algorytmy platform nagradzajg te niskiej jako$ci tres¢,
zagrazajac naszej wspdlnej przestrzeni informacyjnej.

Cicha inwazja zalewa Twéj kanat na YouTube i nie pochodzi od
ludzkich twércow. To fala dziwacznego, generowanego
algorytmicznie Smieciowego kontentu, tak wszechobecna, ze nowe
badanie wykaza*o, iz ponad dwadzie$cia procent Tfilmoéw
polecanych nowym uzytkownikom to to, co badacze nazywaja
,Sieczkag AI”. Ta niskiej jakosSci, generowana przez sztuczng
inteligencje tres¢ ma jeden cel: zbiera¢ wysSwietlenia i
przychody — i osigga go na skale przemystowg. Ustalenia te
ujawniajag fundamentalng degeneracje cyfrowego dobra wspdlnego,
gdzie syntetyczny nonsens zagtusza autentyczng informacje i
przeksztatca uwage uzytkownika dla zysku.
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Badanie przeprowadzita firma zajmujgca sie edycjg wideo,
Kapwing, analizujgc 15 000 najpopularniejszych kanatow YouTube
na Swiecie. 0Odkryta 278 kanatdéw sktadajgcych sie w catos$ci z
tej ,sieczki AI”. Razem Kkanaty te reprezentujg przemyst
cienia, zgromadzity bowiem ponad 63 miliardy wysSwietlen i 221
miliondéw subskrybentéw. Kapwing szacuje, ze generujg one okoto
117 miliondéw dolardéw rocznego przychodu. To nie problem
niszowy, lecz globalnie rozpowszechnione zjawisko, przy czym
kanaty te majg miliony obserwujgcych w Stanach Zjednoczonych,
Brazylii, Egipcie i Hiszpanii.

Nowa era tresci

Sama tres¢ jest dziwnym i czesto niepokojacym produktem
cyfrowym. Jeden z najczesciej ogladanych kanatdéw, Bandar Apna
Dost, przedstawia antropomorficzng maipe i podobng do Hulka
postaC walczacg z demonami z helikoptera-pomidora, zgarniajagc
2,4 miliarda wyswietlen. Inny, Pouty Frenchie, kieruje tresci
do dzieci, pokazujagc filmy z kreskowkowym buldogiem jadacym do
laséw z cukierkami, w tle ze $miechem dzieci. Bardziej
alarmujgco, The AI World publikuje wygenerowane przez AI
krotkie filmy przedstawiajgce katastrofalne powodzie w
Pakistanie z relaksujgcg Sciezkg dzwiekowg deszczu,
wykorzystujgc prawdziwg tragedie dla kliknieC.

Reprezentuje to nowag ere tres$ci, ktora badacze opisujg jako
pozbawiong kontekstu, uzalezniajacg i miedzynarodowg. To tresd
pozbawiona narracyjnej spdjnosci lub autentycznej
kreatywnosci, zoptymalizowana wylacznie pod katem utrzymania
uwagi. Jak wyjasnia dziennikarz Max Read, ktdry obszernie
pisat na ten temat: ,Te strony sa z natury ogromnymi maszynami
do testéw A/B”. Celem twdércédw nie jest artyzm, lecz
znalezienie wirusowej niszy i jej skalowanie. ,Jak zrobi¢
dziesiec¢ takich?” — moéwi Read.



Ogtupianie krajobrazu cyfrowego

Konsekwencje wykraczajg poza dziwne filmy. Ta ,sieczka AI”,
wraz z inng niskiej jakosci trescia typu ,brainrot” (,gniot
mézgu”), stanowi obecnie oko*o jednej trzeciej rekomendacji
dla nowego uzytkownika. Aktywnie ogtupia ona populacje,
niszczgc internetowg obietnice bycia repozytorium uzytecznej
wiedzy. Rozciencza ona informacje faktograficzne niekonczgcym
sie strumieniem bezwarto$ciowego cyfrowego cukierka,
rozpraszajac mozliwosci koncentracji i przedktadajgc bierng
konsumpcje nad krytyczne zaangazowanie.

Ekosystem napedzajgcy to zjawisko jest <czesSciowo
ustrukturyzowany, z spoteczno$ciami na Telegramie, WhatsAppie
i Discordzie wymieniajgcymi sie wskazdwkami, jak tworzyd
angazujgca ,sieczke”. Read zauwaza, ze wielu twércéw pochodzi
z krajéw o Srednich dochodach, gdzie mediana zarobkdéw jest
nizsza niz potencjalne dochody z YouTube. ,To gtdédwnie kraje o
Srednich dochodach, takie jak Ukraina, bardzo wielu ludzi w
Indiach, Kenii, Nigerii, sporo w Brazylii” — powiedziat. Dla
niektdrych jest to po prostu sposdéb na zycie, nawet jesli w
ekosystemie roi sie od oszustédw sprzedajgcych bezwartosciowe
kursy o wirusowosci.

Platformy takie jak YouTube znalazty sie w trudnej sytuacji.
Rzecznik YouTube stwierdzit: ,Generatywna AI to narzedzie 1
jak kazde narzedzie mozna jej uzy¢ do tworzenia zaréwno
wysokiej, jak i niskiej jakosci tresci. Skupiamy sie na
Xtgczeniu naszych uzytkownikéw z wysokiej jakosci tresciami,
niezaleznie od sposobu ich stworzenia”. Platforma podjeta
sporadyczne dziatania, niedawno usuwajgc dwa ogromne kanaty z
.S5ieczka AI”, ktore publikowaty fatszywe, wygenerowane przez
Al zwiastuny filméw, po tym jak pojawity sie skargi na
naruszenie praw autorskich.

Jednak dziatania te przypominajg wycieranie pojedynczego
rozlanego ptynu podczas przyptywu. Podstawowy model biznesowy



tych platform, zbudowany na maksymalizacji zaangazowania i
czasu oglgdania, z natury nagradza ten typ uzalezniajacej,
wymagajacej minimalnego wysitku tresci. Algorytm nie rozréznia
przemy$lanego dokumentu i filmu z kreskdwkowym psem jedzgcym
krysztatowe sushi; widzi tylko to, co sprawia, ze uzytkownik
dalej przewija.

Ten zalew syntetycznych tresci oznacza krytyczny moment dla
naszej wspdlnej przestrzeni informacyjnej. To przejscie od
sieci zbudowanej przez ludzi dla ludzi, do takiej, w ktdrej
coraz wiekszg czes¢ stanowig zautomatyzowane fabryki
produkujgce cyfrowe wypetniacze. Mentalna dieta z niekonczacej
sie ,sieczki AI"” grozi atrofig naszej zbiorowej zdolnosSci do
skupienia 1 gtebokiej refleksji, zamieniajgc autentyczne
potgczenie i nauke na puste kalorie. Pytanie brzmi teraz, czy
odzyskamy nasza uwage, czy bedziemy dalej pozwalac, by byta
zbierana przez maszyny zaprojektowane po to, aby marnowaé nasz
czas.



