Algorytm dostrzegt bron:
kiedy nadzdér AI staje sie
grozna

»16-letni uczen z Baltimore zostat zatrzymany przez
policje pod grozbg broni po tym, jak system nadzoru AI
btednie zidentyfikowat jego paczke chipséw Doritos jako
bron palna.

 Wadliwa technologia, system wykrywania broni Omnilert
uzywany przez szkote, analizuje obraz z kamer
bezpieczenstwa i automatycznie wysyla alerty do organéw
§cigania.

» Incydent ten podkresla powazne koszty ludzkie takich
btedéw, powodujgcych traume u ucznia i Swiadkdéw, i jest
czeScig szerszego zjawiska nadmiernego stosowania
automatycznych rozwigzan w zakresie bezpieczenstwa w
szkotach.

- Podstawowym problemem jest ,postrzegana nieomylnos$¢”
sztucznej 1inteligencji, gdzie alert algorytmu moze
zastgpi¢ krytyczng ocene cztowieka, prowadzgc do
niebezpiecznej 1 niekwestionowanej reakcji z uzyciem
broni.

- Sprawa ta jest sygnatem alarmowym dla catego kraju,
podkreslajgcym pilng potrzebe przeprowadzenia
niezaleznych audytéw, wprowadzenia solidnych protokotéw
weryfikacji przez cztowieka oraz wiekszej
odpowiedzialnosci przed wdrozeniem takiej technologii w
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przestrzeni publicznej.

Jako wyrazny przyktad niebezpieczenstw zwigzanych z
automatycznym nadzorem policyjnym, nastolatek z Baltimore
zostat zatrzymany przez funkcjonariuszy z bronig w reku po
tym, jak system nadzoru oparty na sztucznej inteligencji
btednie zidentyfikowat jego paczke chipséw Doritos jako bron
palng.

Do zdarzenia doszto wieczorem 20 pazdziernika przed szkoia
Kenwood High School. Szesnastoletni Taki Allen, ktdéry wtasnie
zakonczyt trening pitki noznej, siedziat z przyjaciétmi, gdy
rutynowa przekgska po szkole przerodzita sie w traumatyczng
konfrontacje.

Na miejsce przybyto wiele radiowozdéw policyjnych, a
funkcjonariusze podeszli do Allena z wyciggnieta bronig.
Zostat zmuszony do uklekniecia, skuty kajdankami i
przeszukany, zanim funkcjonariusze ujawnili przyczyne tej
dramatycznej reakcji: ziarnisty obraz, wygenerowany przez
alert AI, ktéry rzekomo przedstawiat bron.

Technologia lezgca u podstaw tego incydentu to system
wykrywania broni opracowany przez firme Omnilert. System ten,
przyjety w zeszitym roku przez szkoty publiczne hrabstwa
Baltimore, wykorzystuje forme sztucznej inteligencji znanag
jako wizja komputerowa. Mdéwigc prosciej, system ten
nieustannie analizuje obraz na zywo z kamer bezpieczeAstwa w
szkole i jest zaprogramowany do rozpoznawania wzorow
wizualnych i ksztattéw broni palnej. Po zidentyfikowaniu
potencjalnego dopasowania automatycznie wysyta alert do
administracji szkoty i lokalnych organdéw Scigania.

Niemniej jednak incydent ten wywo*a* burzliwg debate na temat
szybkiego wdrazania zabezpieczen opartych na sztucznej
inteligencji w szkot*ach publicznych. Rodzi to krytyczne
pytania dotyczgce bezpieczenstwa publicznego, uprzedzen
rasowych i niebezpiecznej omylnos$ci technologii, ktoérej coraz



czeSciej powierza sie decyzje dotyczgce zycia i Smierci.

W nastepstwie tego wydarzenia firma Omnilert przyznata sie do
btedu, ale przedstawita argumenty, ktdre niepokojg obroncéw
swobdéd obywatelskich. Firma stwierdzita, ze system faktycznie
»,dziatat zgodnie z przeznaczeniem”, sygnalizujac obiekt, ktdry
uznat za zagrozenie. Omnilert podkreslit, ze jego produkt
.priorytetowo traktuje bezpieczenstwo i Swiadomo$¢ poprzez
szybkg weryfikacje przez cztowieka”, co w tym przypadku wydaje
sie zosta¢ pominiete lub przyspieszone, co bezposSrednio
doprowadzito do interwencji uzbrojonych policjantdéw wobec
nieuzbrojonego dziecka.

Dla Allena abstrakcyjna awaria algorytmu przetozyta sie na
chwile czystego terroru. Opisat strach, ze moze zostal zabity
z powodu nieporozumienia.

Psychologiczny wptyw bycia traktowanym przez uzbrojonych
funkcjonariuszy jako sSmiertelne zagrozenie jest ogromny i
zaden uczen nie powinien nigdy doswiadcza¢ czego$ takiego
podczas jedzenia chipsdéw na terenie szkoty. Okreg szkolny,
uznajac te traume, obiecat w liscie do rodzin, ze Allen i inni
uczniowie, ktdérzy byli swiadkami tego zdarzenia, otrzymaja
wsparcie psychologiczne.

Nadzor AI: nowa era bezpieczenstwa
w szkotach czy nadmierna
ingerencja?

Ten incydent nie jest odosobnionym przypadkiem, ale czeScig
niepokojgcej tendencji pojawiajgcej sie w miare integracji AI
z systemami bezpieczenstwa w szkotach. Przypomina to przypadek
ucznia gimnazjum w Tennessee, ktory zostatl zatrzymany,
poniewaz automatyczny filtr tresci nie zrozumiat zartu i
oznaczyt niewinny tekst jako zagrozenie. W obu scenariuszach
technologia sprzedawana jako proaktywna siatka bezpieczenstwa



funkcjonowata jako automatyczny oskarzyciel, tworzgc kryzysy
tam, gdzie ich nie by%o.

Podstawowy problem lezy w postrzeganej nieomylnos$ci systeméw
automatycznych. Kiedy sztuczna inteligencja generuje alert,
moze on mie¢ niezastuzong moc, powodujgc wzmozong, czesto
niekwestionowang reakcje ze strony operatoréw ludzkich.

Tworzy to niebezpieczng petle sprzezenia zwrotnego, w ktdrej
pilnos¢ ,pozytywnego” wykrycia przez komputer przewaza nad
krytyczng oceng i $wiadomoscig kontekstowag, ktore moze
zapewnic¢ tylko cztowiek. Algorytm nie jest w stanie rozréznid
intencji ani zrozumiecC prozaicznej rzeczywistos$ci przekaski
nastolatka.

»Algorytm sztucznej inteligencji to procedura matematyczna,
ktora umozliwia maszynom nasSladowanie ludzkiego procesu
podejmowania decyzji w przypadku okreslonych =zadan” -
powiedziat Enoch z BrightU.AI. ,Przetwarza on informacje,
dzielac je na tokeny i tgczac je probabilistycznie przy uzyciu
zasad takich jak algebra liniowa. Dzieki temu sztuczna
inteligencja moze analizowa¢ dane i generowal odpowiedzi w
oparciu o wyuczone wzorce”.

Sprawa z Baltimore idealnie wpisuje sie w rozszerzajgce sie
ramy masowej inwigilacji w zyciu Amerykandéw. 0d rozpoznawania
twarzy na lotniskach po algorytmy predykcyjne stosowane w
policji — narzedzia monitorowania stajg sie wszechobecne.

W szkotach oznacza to fundamentalng zmiane $rodowiska. Takie
systemy nadzoru przeksztatcajg instytucje edukacyjne z miejsc
nauki w przestrzenie patrolowane cyfrowo, gdzie kazdy ruch
uczniow podlega automatycznej analizie i potencjalnej btednej
interpretacji.

Incydent ten rodzi trudne pytanie: Kkto ponosi
odpowiedzialnos¢, gdy sztuczna inteligencja popetnia b*ad? Czy
jest to firma, ktéora opracowata i sprzedata wadliwe
oprogramowanie? Okreg szkolny, ktdéry go zakupit bez



wystarczajgcych zabezpieczen? A moze policjanci, ktérzy
dziatali zgodnie z jego zaleceniami, uzywajgc S$miertelnej
sity? Obecne ramy prawne i etyczne nie sg przystosowane do
radzenia sobie z rozproszong odpowiedzialno$cig zwigzang z
decyzjami podejmowanymi przez sztuczng inteligencje.

Postep wymaga bardziej sceptycznego i regulowanego podejs$cia
do nadzoru opartego na sztucznej inteligencji. Niezbedna jest
niezalezna kontrola tych systeméw pod katem doktadnos$ci i
stronniczosci. Ponadto nalezy ustanowié¢ protokoty, ktére
naktadajg obowigzek przeprowadzenia solidnej weryfikacji przez
cztowieka przed, a nie po podjeciu dziatan zbrojnych.
Przejrzysto$s¢ w zakresie mozliwos$ci i wskazZnikdéw awaryjnosci
tej technologii jest niepodwazalnym warunkiem jej stosowania w
przestrzeni publicznej.

Obraz nastolatka kleczgcego na ziemi z bronig przystawiong do
gtowy z powodu paczki chipséw jest poteznym symbolem porazki
systemu. Jest to porazka technologii, polityki i podstawowego
ludzkiego rozeznania, ktdérego nigdy nie nalezy powierzad
maszynie.



