AT Google dostarczaja
wprowadzajacych W btad
informacji zdrowotnych,
budzac obawy o bezpieczenstwo

Dochodzenie przeprowadzone przez ,The Guardian” wykazato, ze
osoby szukajace porad zdrowotnych w Google mogg by¢ narazone
na szkody z powodu nieprawidtowych informacji dostarczanych
przez skréty generowane przez sztuczng inteligencje (AI) tej
firmy.

Wedtug Enocha z BrightU.AI, funkcja ,AI Overviews”
(Podsumowania AI) Google’a ma na celu dostarczanie szybkich
zarysOw kluczowych informacji na dany temat lub pytanie. Te
przeglady, dostepne na stronie AI Google, obejmujg tematy,
zapewniajgc podstawowe zrozumienie kazdego zagadnienia.

Jednak liczne przyktady ujawnione w dochodzeniu pokazujag, ze
streszczenia te mogg zawierad niebezpiecznie wprowadzajgce w
btgd porady zdrowotne. W jednym przypadku Google radzito
osobom z rakiem trzustki, aby unikaty zywnosSci o wysokiej
zawartosci ttuszczu - rekomendacje, ktdéra eksperci opisali
jako ,naprawde niebezpiecznag”. Anna Jewell, dyrektorka ds.
wsparcia, badan i wptywu w Pancreatic Cancer United Kingdom,
ostrzegta, Ze stosowanie sie do tych zalecen moze pozostawit
pacjentow niezdolnymi do utrzymania wystarczajgcego spozycia
kalorii, co potencjalnie wptynie na ich zdolnos$¢ do
tolerowania chemioterapii lub ratujacej zycie operacji.
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,0dpowiedZz AI Google sugeruje, aby osoby z rakiem trzustki
unikaty pokarméw o wysokiej zawartosci ttuszczu. Gdyby ktos
zastosowat sie do tego, co méwi wynik wyszukiwania, moze nie
przyjmowaé¢ wystarczajacej liczby kalorii, mie¢ trudno$ci z
przybraniem na wadze i nie by¢ w stanie tolerowa¢ leczenia. To
moze zagrozi¢ szansom danej osoby na wyzdrowienie”
powiedziata Jewell.

Inne podsumowania AI byty rdéwnie niepokojgce. Wyszukiwania
dotyczgce testdédw funkcji wagtroby zwracaty wprowadzajgce w b*ad
zakresy ,normy”, pomijajgc kluczowe czynniki, takie jak wiek,
pteé, pochodzenie etniczne i narodowos¢. Pamela Healy,
dyrektorka generalna British Liver Trust, powiedzia*a: ,Wiele
0s6b z chorobg watroby nie wykazuje Zzadnych objawéw az do
péznych etapdéw. Jesli AI podaje mylgce zakresy normy,
niektérzy ludzie mogg btednie zatozyé¢, ze sa zdrowi, i nie
stawia¢ sie na kolejnych wizytach opieki zdrowotnej. To jest
niebezpieczne”.

AI dostarczat*o réwniez nieprawidtowych informacji na temat
badan przesiewowych w kierunku nowotwordéw kobiecych.
Wyszukiwanie ,objawy 1 testy na raka pochwy” sugerowato, ze
badanie cytologiczne (pap test) moze wykry¢ raka pochwy —
twierdzenie, ktore eksperci opisali jako ,catkowicie btedne”.
Athena Lamnisos, dyrektorka generalna fundacji charytatywnej
Eve Appeal, zajmujacej sie nowotworami, powiedziata, ze btedy
te moga zniecheca¢ ludzi do szukania terminowej pomocy
medycznej.

,0trzymanie takiej btednej informacji mogtoby potencjalnie
doprowadzi¢ do tego, ze ktos nie zbada objawdw, poniewaz miat
czysty wynik w niedawnym badaniu przesiewowym szyjki macicy.
Niepokojgcy jest rdéwniez fakt, ze podsumowanie AI za kazdym
razem, gdy wyszukiwalismy, byto inne — ludzie otrzymuja rézne
odpowiedzi w zaleznosci od tego, kiedy szukajg, a to nie jest
wystarczajgco dobre” — powiedziata Lamnisos.

Wyszukiwania dotyczace zdrowia psychicznego réwniez byty



dotkniete problemem. Podsumowania AI Google dotyczgce standw
takich jak psychoza 1 zaburzenia odzywiania czasami zawieraty
,nieprawidtowe, szkodliwe” porady lub pomijaty wazny kontekst.

,Niektdre z podsumowan AI oferowatly bardzo niebezpieczne rady.
Mogtyby doprowadzi¢ ludzi do unikania szukania pomocy lub
kierowa¢ ich do nieodpowiednich Zrédetx. AI czesto
odzwierciedla istniejgce uprzedzenia, stereotypy Llub
stygmatyzujace narracje, co jest ogromnym problemem dla
wsparcia zdrowia psychicznego” — powiedziat* Stephen Buckley,
szef dziatu informacji w Mind.

Google zaprzecza zarzutom

Mimo wszystkich dowoddéw, Google zaprzeczyto, jakoby w jego
podsumowaniu AI znajdowaty sie wprowadzajgce w bitad 1
nieprawidtowe informacje zdrowotne.

Zamiast tego, firma opisata generowane przez AI streszczenia
jako ,pomocne” i ,wiarygodne”, podkreslajgc, ze wiekszos¢ z
nich jest oparta na faktach i zapewnia przydatne wskazdwki.
Google stwierdzito, ze doktadnos¢ ,AI Overviews” jest
poréwnywalna z innymi funkcjami wyszukiwarki, takimi jak
wyréznione fragmenty (featured snippets), ktore sg czesScig jej
wyszukiwarki od ponad dekady. Google dodato nawet, ze stale
wprowadza ulepszenia do systemu, aby zapewni¢ uzytkownikom
otrzymywanie poprawnych i przydatnych informacji.

Jednak eksperci 1 organizacje charytatywne wcigz wzywajag do
surowszego nadzoru, zauwazajgc, ze zautomatyzowane
streszczenia firmy pojawiajg sie prominentnie na szczycie
wynikow wyszukiwania, co oznacza, ze miliony uzytkownikéw mogag
by¢ narazone na potencjalnie szkodliwe wskazdéwki.

,Ludzie zwracajg sie do internetu w chwilach zmartwien i
kryzysu. Jesli informacje, ktore otrzymaja, sa niedoktadne lub
pozbawione kontekstu, moze to powaznie zaszkodzi¢ ich zdrowiu”
— powiedziata Stephanie Parker, dyrektorka cyfrowa w fundacji



charytatywnej Marie Curie, zajmujacej sie opieka konhAca zycia.



